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Preface

The following notes have been prepared for the ICTP-SAIFR school on 'Interaction of Light with Cold Atoms' held 2019 in São Paulo. They are conceived to support an introductory course on 'Atom-Light Interaction and Basic Applications'. The course is divided into 5 lectures.

Cold atomic clouds represent an ideal platform for studies of basic phenomena of light-matter interaction. The invention of powerful cooling and trapping techniques for atoms led to an unprecedented experimental control over all relevant degrees of freedom to a point where the interaction is dominated by weak quantum effects. This course reviews the foundations of this area of physics, emphasizing the role of light forces on the atomic motion. Collective and self-organization phenomena arising from a cooperative reaction of many atoms to incident light will be discussed.

The course is meant for graduate students and requires basic knowledge of quantum mechanics and electromagnetism at the undergraduate level. The lectures will be complemented by exercises proposed at the end of each lecture. The present notes are mostly extracted from some textbooks (see below) and more in-depth scripts which can be consulted for further reading on the website http://www.ifsc.usp.br/~strontium/ under the menu item 'Teaching' → 'Cursos 2019-2' → 'ICTP-SAIFR pre-doctoral school'. The following literature is recommended for preparation and further reading:

Ph.W. Courteille, script on Electrodynamics: Electricity, magnetism, and radiation (2018)

Ph.W. Courteille, script on Quantum mechanics applied to atomic and molecular physics (2019)


Ch.C. Gerry and P.L. Knight, Introductory Quantum Optics (Cambridge University Press, 2005)


C. Cohen-Tannoudji, B. Diu, F. Laloe, Quantum mechanics, vol. 1, (Wiley Inter-science, 1977)
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Chapter 1

Two-level atom in a radiation field

Our perception of the macroscopic world is dominated by light and matter. Since ancient Greek philosophy our conceptions of light and matter follow a capricious evolution, culminating with the discovery of the atom and the formulation of the theories of electrodynamics and quantum mechanics. Combining those two theories and accepting that both, light and matter exhibit particle-like and wave-like features, we believe to have nowadays at hand a reasonably sound picture. This confidence is alimented by the predictive power of modern physics. Nevertheless, there remain many open questions, in particular, when it comes to cooperative effects in light scattering from ensembles of atoms: On one hand, Maxwell’s equations tell us how light interacts with macroscopic bodies via reflection, refraction, emission of radiation, and even exerting radiative forces. On the other hand, atomic physics tells us to break down matter into indivisible atoms, with Niels Bohr teaching us, how light interacts with those atoms. Now, the transition from the microscopic quantum world to the classical macroscopic world is particularly tricky, and much can be learned extending the quantum concepts to collective effects gradually increasing the number of atoms and their density. Some of this will be done during this school. In this series of lectures, we will mostly concentrate on the interaction of light with individual atoms and only in the last lecture discuss an example of a collective effect in a dilute gas.

We start the first lecture in Sec. 1.1 with a brief historical survey and a definition of the area of research in physics covered by this lecture, which is the interaction of light with cold atoms. As already mentioned the correct framework of this area is provided by the theories of electrodynamics and quantum mechanics. We will review in Sec. 1.2 quantum mechanical time-dependent perturbation theory, which we apply to the Rabi problem of two levels interacting with a coherent radiation field. We will briefly introduce the notions of the dressed states and of quantum jumps.

1.1 Introduction

1.1.1 The discovery of the atom

The fundamental idea of quantum mechanics is the assumption of the existence of entities that can not be subdivided beyond a certain limit. Examples are the mass of a body, the speed of an electron orbiting an atom, or the intensity of a beam of light.
This idea was first uttered by Leucippus 500 years a.c. and his student Democritus, who imagined matter being made of smallest particles which they called atoms. These atoms move freely, collide, combine, and separate: ‘There is nothing else than atoms and free space.’ The microscopic atoms would have the same characteristics as the macroscopic objects they form when they combine, for example, color and shape. The idea of the atom resurfaced and was refined in the course of the 18th century (see Tab. 1.1 below). Today, we know that the basic idea was good, but reality is a little more complicated.

Table 1.1: Historical time line of the quantization of matter

<table>
<thead>
<tr>
<th>Year</th>
<th>Inventor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 a.c.</td>
<td>Democritus</td>
<td>invention of the atom</td>
</tr>
<tr>
<td>1800</td>
<td>Avogadro, Dalton</td>
<td>reinvention of the atom</td>
</tr>
<tr>
<td>1897</td>
<td>Thomson</td>
<td>charge transport, raisin-in-a-cake model</td>
</tr>
<tr>
<td>1909</td>
<td>Rutherford, Geiger, Marsden</td>
<td>α-scattering, charge localized in nuclei</td>
</tr>
<tr>
<td>1911</td>
<td>Rutherford</td>
<td>planetary model</td>
</tr>
<tr>
<td>1900</td>
<td>Bohr</td>
<td>quantized orbitals</td>
</tr>
<tr>
<td>1923</td>
<td>de Broglie</td>
<td>matter has characteristics of waves</td>
</tr>
<tr>
<td>1927</td>
<td>Davisson, Germer, Stern</td>
<td>electron and atoms diffraction</td>
</tr>
</tbody>
</table>

Still, at the end of the 19th century, the physical world seemed rather simple: matter and light was all that existed. Matter was made up of atoms and light was a wave. Therefore, to describe a real system, it was enough to calculate the trajectories of its elementary particles, the propagation of light, and the way they interact.

However, new experimental observations, such as the ultraviolet divergence of black-body radiation, that appeared in the late 19th century, were incompatible with these traditional concepts. New ideas were pioneered by Max Planck who, in 1905, with a little help from Einstein quantized the electromagnetic field, and therefore the light, into small harmonic oscillators. This was the starting point for the development of a new theory called quantum mechanics. Soon, this theory was applied to explain the photoelectric effect. The second important step was initialized by Niels Bohr, who quantized the hydrogen atom in 1913 into discrete excitation levels.

Table 1.2: Historical time line of the quantization of light

<table>
<thead>
<tr>
<th>Year</th>
<th>Inventor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1801</td>
<td>Young</td>
<td>light is diffracted like a wave</td>
</tr>
<tr>
<td>1860</td>
<td>Maxwell</td>
<td>unified theory of electrodynamics including light</td>
</tr>
<tr>
<td>1888</td>
<td>Hertz</td>
<td>detection of radio waves</td>
</tr>
<tr>
<td>~ 1890</td>
<td></td>
<td>accurate measurements of the black-body radiation spectrum</td>
</tr>
<tr>
<td>1900</td>
<td>Planck</td>
<td>quantum hypothesis: ( E = h\nu )</td>
</tr>
<tr>
<td>1905</td>
<td>Einstein</td>
<td>photoelectric effect, light behaves like a particle</td>
</tr>
</tbody>
</table>

Nowadays we know that our universe is not as simple as classical mechanics suggested, and that atoms are also waves and light also behaves like particles. This duality principle is one of the fundamental ideas of quantum mechanics. The appearance of an object as a wave or as a particle depends on the situation in which it is
observed. While the wave nature of light was well established in classical physics since a long time, Louis de Broglie was the first in 1924 to apply the duality principle also to massive particles and to predict that particles, under certain conditions, behave like waves the wavelengths of which increase as their velocity decreases. Each particle (or body) is delocalized along a distance corresponding to this ‘de Broglie wavelength’. This feature of matter was soon discovered experimentally in electron beams and is still used today in commercial devices, for example in electron microscopes.

1.1.2 Definition of the research area

Having decomposed our world into its elementary components, light and atoms, we may now recompose it by identifying the relevant degrees of freedom and gradually increasing the complexity of the system we want to study. In quantum mechanics we associate an energy to every degree of freedom and to its interaction with other degrees of freedom.

Looking for example at a single atom: it has a mass and therefore mechanical degrees of freedom which may carry kinetic and potential energy,

\[ \hat{H}_{\text{cm}} = \frac{P^2}{2M} + V(R). \]  

(1.1)

On the other hand, we learn in atomic physics, that atoms also have an internal structure, which is due to the motion of negatively charged electrons orbiting around a positively charged nucleus. The details of the internal structure, which is organized into discrete energy levels, are very complicated, and its derivation will not be the topic of this course. Instead we assume the structure of energy levels \( \hbar \omega_i \) as given, we write it down as,

\[ \hat{H}_{\text{ele}} = \sum_i \hbar \omega_i |i \rangle \langle i|, \]  

(1.2)

and illustrate it in so-called Grotrian diagrams, which exhibit the orbital quantum numbers in a compact way. An example is shown in Fig. 1.1. Note that not only the energy of an orbital is important, but also its configuration, because this determines the transition probability between different orbitals via selection rules.

Since Planck’s treatment of blackbody radiation, we know that any radiation field is composed of quanta called photons. Since, in a radiation mode (denoted by its wavevector \( \mathbf{k} \)) all photons have equal energy \( \hbar \omega_k \), we may treat it like a harmonic oscillator and write the Hamiltonian of a radiation field in terms of photon creation and annihilation operators,

\[ \hat{H}_{\text{rad}} = \sum_{\mathbf{k}} \hbar \omega_k \left( \hat{a}^\dagger_{\mathbf{k}} \hat{a}_{\mathbf{k}} + \frac{1}{2} \right). \]  

(1.3)

It is important to be aware that radiation fields do not only carry energy (via their intensity), but they also carry momentum (via their Poynting vector).

Obviously, the energy associated with every degree of freedom (atomic or radiative) is conserved, and this also holds for linear and angular momentum. Degrees of freedom may interact, where we understand any interaction in terms of collisions which must conserve energy, momentum, and angular momentum, as well. In quantum mechanics we describe a collision by a concatenation of creation, annihilation or
transition operators acting on different degrees of freedom. For example, if $\hat{a}^\dagger_k$ means the creation of a photon in mode $k$ and $\hat{\sigma}^- \equiv |1\rangle\langle 2|$ the transition of an atom from an excited state $|2\rangle$ to a ground state $|1\rangle$, then the operator,

$$\hat{H}_{\text{int}} \propto \hat{a}^\dagger_k \hat{\sigma}^- e^{i \mathbf{k} \cdot \hat{\mathbf{R}}}$$

(1.4)

describes the process of a photon emission in compliance with Bohr’s model. Here, the term $e^{i \mathbf{k} \cdot \hat{\mathbf{R}}} = |\mathbf{P} + \hbar \mathbf{k}\rangle \langle \mathbf{P}|$ describes the transition of the motional state of the atomic center-of-mass to a momentum state accelerated by the photonic recoil $\hbar \mathbf{k}$.

The operator (1.4) represents the most fundamental process in light-matter interaction, which involves three degrees of freedom: the atomic center-of-mass motion, a photon, and the internal atomic excitation. Not all three degrees of freedom are always relevant for the understanding of a phenomenon, as we will study in many examples. On the other hand, there are other possible degrees of freedom, which may couple. In this lecture we will mostly disregard interaction with other atoms (van der Waals, collisions) and quantum statistics, which will be treated in other lectures.

Figure 1.1: Grotrian diagram of strontium.
1.1. INTRODUCTION

[J. Walraven’s lecture]. Furthermore, we will mostly treat light as a classical field, which is justified whenever the light modes are macroscopically populated. Cavity quantum electrodynamics will be treated in other lectures [M. Brune’s lecture].

Figure 1.2: (a) Artist’s view of multiple scattering of a photon through a dilute cloud. (b) Atomic cloud as a bulk object characterized by a refraction index \( n(r) \). (c) Illustration of a photonic band in an optical lattice.

1.1.2.1 Why studying ultracold atomic gases?

Cold atoms have a lot of advantages (and no major inconvenience). Cold atomic clouds are in the same time macro- and microscopic: On one hand, a cloud of one billion atoms represents a macroscopic object so large, that it can be characterized by a refraction index and its fluorescence can be seen by eye. On the other hand, with a typical density 10 orders of magnitude lower than the air we breathe, it is so dilute that the distance between atoms is much larger than a wavelength of visible light. We can thus picture the propagation of light inside a cloud as photons bouncing off individual atoms by microscopic scattering, as illustrated in Fig. 1.2. Hence, atomic clouds allow us to study macro- and microscopic aspects of scattering in the same time.

Second, we dispose today of incredibly powerful techniques for controlling and measuring atoms. Clouds can be isolated from all kinds of noise sources. We control energy and particle exchange with the environment over the time scale of experiments. We can manipulate all essential control parameters, such as size, temperature, and even the interatomic interaction strength. We can measure thermodynamic quantities such as the internal energy, chemical potential or heat capacity. All relevant degrees of freedom can be controlled up to a level, where the quantum nature of the degrees of freedom dominates the dynamics, for example in cavity QED experiments of single atoms trapped by single photons. Moreover, we can today simulate other fields of physics, such solid state physics, with atoms trapped and periodically ordered in optical lattices and detect effects that had been predicted but never observed in solids. An interesting particularity is that all experiments are performed on trapped, i.e. inhomogeneous samples.

Figure 1.3: Most quantum optics experiments are table top experiment.
An important practical advantage is the fact that atom optical experiments are table top experiments. Even though the creation of a cold atomic cloud or Bose-Einstein condensate is still difficult, it can, in principle, be done by a single medium-sized PhD student.

The general importance of the field of atom optics has been acknowledged with 20 Nobel prices in the last 25 years awarded to Dehmelt, Paul, Ramsey, Cohen-Tannoudji, Chu, Phillips, Cornell, Wieman, Ketterle, Hänsch, Glauber, Hall, Wineland, Haroche, Ahskin, plus several Nobel prices granted to closely related areas of physics (De Gennes, Leggett, Thouless, Haldane, Kosterlitz).

1.1.2.2 The atom optical toolbox

Let us now give a brief overview on the atom optical toolbox: Typically, we work with between 1 and \(10^{10}\) atoms (or sometimes ions).

External trapping potentials compress the clouds to low or high densities of \(n = 10^9 \ldots 10^{14} \text{ cm}^{-3}\), which however are still ten orders of magnitude below atmospheric pressure. This means that all experiments must be conducted in extreme ultrahigh vacuum (XUHV) chambers. The greatest breakthrough in atomic optics, in the eighties and nineties, was the invention of optical cooling techniques, which could bring atomic clouds to 1 \(\mu\text{K}\) cold and even picoKelvin ultracold temperatures.

Another important breakthrough was the observation of so-called Feshbach resonances, which allow to vary the self-interaction of the gases over extremely wide ranges, with collision cross sections ranging from 0 to at least \(\sigma_{\text{collision}} \approx 10^{-9} \text{ cm}^2\), and even in real-time. Consequently, we have separate influence over all contributions to the total energy: over the potential energy by compressing, deforming or shaking the trap, over the kinetic energy by cooling or exciting collective vibrations, and finally over the self-energy via the Feshbach resonances [24, 58],

\[
\begin{array}{c|c|c}
\text{trapping} & \text{cooling} & \text{Feshbach resonances} \\
\downarrow & \downarrow & \downarrow \\
E &= E_{\text{pot}} + E_{\text{kin}} + E_{\text{self}} \\
\end{array}
\]  

1.2 Two-level systems in quantum mechanics

In this section we will start to develop the quantum mechanical framework for treating the interaction of a single atomic two-level system with an oscillatory perturbation coupling the two levels. Such temporal perturbations typically occur when we suddenly switch on an external field that influences the motion or spin of the particles, or when the field varies over time, for example, an electromagnetic field.
1.2.1 Time-dependent perturbations

The time-dependent Schrödinger equation is,

\[ \hat{H}\psi(r, t) = i\hbar \frac{\partial \psi(r, t)}{\partial t}, \]

(1.6)

with \( \psi(r, t) = \langle r | \psi(t) \rangle \). We write the perturbation as \(^1\)

\[ \hat{H} = \hat{H}^{(0)} + \hat{H}^{(1)}(t) . \]

(1.7)

and the eigenenergies and -functions of the unperturbed system as,

\[ \hat{H}^{(0)}|n\rangle = E_n|n\rangle , \]

(1.8)

where \( |n\rangle \) are the possible states (energy levels) in which the system can be. Recalling that this stationary Schrödinger equation was obtained from the time-dependent Schrödinger equation via a separation ansatz, the temporal evolution of these eigenfunctions is given by,

\[ |\psi_{n}^{(0)}(t)\rangle = |n\rangle e^{-iE_{n}t/\hbar} . \]

(1.9)

Since the eigenfunctions form a complete set, we may expand any solution of the Schrödinger equation as,

\[ |\psi^{(1)}(t)\rangle = \sum_{n} a_{n}(t)|\psi_{n}^{(0)}(t)\rangle = \sum_{n} a_{n}(t)|n\rangle e^{-iE_{n}t/\hbar} . \]

(1.10)

Insertion into the Schrödinger equation and multiplying from the right with \( \langle j | \), we get in first order,

\[ i\hbar \frac{d a_{j}(t)}{dt} = \sum_{n} a_{n}(t) \langle j | \hat{H}^{(1)}|n\rangle e^{i\omega_{jn}t} , \]

(1.11)

where \( \hbar \omega_{jn} \equiv E_{j} - E_{n} \). Equation (1.11) is exactly equivalent to the Schrödinger equation (1.6): no approximations have been made. However, for the case of an atom in a radiation field it is unsolvable, and so approximations are required. In perturbation theory one considers the atom to be initially in its ground state \( |1\rangle \), that is, \( a_{n}(0) = \delta_{n1} \). The approximation now consists in assuming

\[ a_{n}(t) \ll 1 \]

(1.12)

for all \( n \neq 1 \) and doing a formal time integration of Eq. (1.11) to calculate these \( a_{n}(t) \) values. The small components \( a_{n}(t) \) of the excited states \( |\psi_{n}^{(0)}\rangle \) for \( n \neq 1 \) that are mixed into \( |\psi^{(1)}(t)\rangle \) become the transition amplitudes and their squares are the transition rates. For transitions to the continuum, such as photoionization, averaging over the density of final states results in the familiar Fermi’s golden rule of quantum mechanics. For transitions between discrete states driven by radiation whose spectral width is larger than the natural width of the transition, averaging over the spectral density gives the same golden rule.

This approach is not suitable for narrow-band laser excitation of atoms, however, because large excited-state populations are possible, thereby violating Eq. (1.12). Instead, a different approximation is made, which consists in truncating the summation

\(^1\)See script on Quantum mechanics (2020), Sec. 5.4.1.
of the exact Eq. (1.11) to just two terms, a ground and an excited state connected by
the laser frequency, and solving the resulting coupled differential equations directly.
Such a calculation for a two-level system was first studied by Rabi [83] in connection
with magnetic resonance, and is described in many textbooks [18, 84].

The expansion now reads,

$$|\psi^{(1)}(t)\rangle = a_1(t)|\psi^{(0)}_1(t)\rangle + a_2(t)|\psi^{(0)}_2(t)\rangle .$$  \hspace{1cm} (1.13)$$

Note that not only do eigenfunctions oscillate, but the coefficients also depend on time,
because the composition of the states can change. The instantaneous probability of
finding the system in state $|n\rangle$ is $|a_n(t)|^2$. Importing the above linear combination
into the Schrödinger equation,

$$[\hat{H}^{(0)} + \hat{H}^{(1)}(t)]|\psi^{(1)}(t)\rangle = i\hbar \frac{\partial}{\partial t}|\psi^{(1)}(t)\rangle ,$$  \hspace{1cm} (1.14)$$

we find,

$$a_1 \hat{H}^{(0)} |\psi^{(0)}_1\rangle + a_2 \hat{H}^{(0)} |\psi^{(0)}_2\rangle + a_1 \hat{H}^{(1)} |\psi^{(0)}_1\rangle + a_2 \hat{H}^{(1)} |\psi^{(0)}_2\rangle$$

$$= i\hbar \left[ \frac{\partial a_1}{\partial t} |\psi^{(0)}_1\rangle + \frac{\partial a_2}{\partial t} |\psi^{(0)}_2\rangle + a_1 \frac{\partial |\psi^{(0)}_1\rangle}{\partial t} + a_2 \frac{\partial |\psi^{(0)}_2\rangle}{\partial t} \right]$$  \hspace{1cm} (1.15)$$

$$\implies a_1 \hat{H}^{(1)} |\psi^{(0)}_1\rangle + a_2 \hat{H}^{(1)} |\psi^{(0)}_2\rangle = i\hbar a_1 |\psi^{(0)}_1\rangle + i\hbar a_2 |\psi^{(0)}_2\rangle ,$$

because the other terms satisfy the Schrödinger equation of zero order. Replacing the
stationary eigenfunctions,

$$a_1 e^{-iE_1 t/\hbar} \hat{H}^{(1)} |1\rangle + a_2 e^{-iE_2 t/\hbar} \hat{H}^{(1)} |2\rangle = i\hbar a_1 e^{-iE_1 t/\hbar} |1\rangle + i\hbar a_2 e^{-iE_2 t/\hbar} |2\rangle ,$$  \hspace{1cm} (1.16)$$

and multiplying this equation with $\langle 1|\times$ and $\langle 2|\times$, we find with the abbreviation
$\hbar \omega_0 \equiv E_2 - E_1$,

$$i\hbar a_1 = a_1 \langle 1|\hat{H}^{(1)}|1\rangle + a_2 e^{-i\omega t} \langle 1|\hat{H}^{(1)}|2\rangle ,$$  \hspace{1cm} (1.17)$$

$$i\hbar a_2 = a_1 e^{i\omega t} \langle 2|\hat{H}^{(1)}|1\rangle + a_2 \langle 2|\hat{H}^{(1)}|2\rangle .$$

Frequently, the perturbation induces only a coupling, but does not directly influence
the energies, $\langle n|\hat{H}^{(1)}|n\rangle = 0$,

$$\dot{a}_1 = a_2 \frac{e^{-i\omega t}}{i\hbar} \langle 1|\hat{H}^{(1)}|2\rangle \quad \text{and} \quad \dot{a}_2 = a_1 \frac{e^{i\omega t}}{i\hbar} \langle 2|\hat{H}^{(1)}|1\rangle .$$  \hspace{1cm} (1.18)$$

Without perturbation, $\langle m|\hat{H}^{(1)}|n\rangle = 0$, no dynamics develops; the eigenfunctions
evolve independently.

Let us now consider a periodic perturbation oscillating at frequency $\omega = \omega_0 + \Delta$,
where $\Delta$ is called the \textit{detuning} from the resonance $\omega_0$,

$$H^{(1)} = -eE(r,t) \cdot r = -eE_0 \hat{\varepsilon} \cos(kz - \omega t) \cdot r .$$  \hspace{1cm} (1.19)$$
Then,
\[ \langle 2 | H^{(1)} | 1 \rangle = -eE_0 \cos(kz - \omega t) \langle 2 | r | 1 \rangle = \hbar \Omega \cos(kz - \omega t) , \] (1.20)
where we call
\[ \Omega \equiv -\frac{eE_0 \langle 2 | r | 1 \rangle}{\hbar} \] (1.21)
the \textit{Rabi frequency}. This yields,
\[ \dot{a}_1 = -i\Omega a_2 e^{-i\omega t \cos(kz - \omega t)} \quad \text{and} \quad \dot{a}_2 = -i\Omega^* a_1 e^{i\omega t \cos(kz - \omega t)} . \] (1.22)

Neglecting fast-rotating terms doing the so-called \textit{rotating wave approximation} (RWA) and choosing the position of the atom to be \( z = 0 \),
\[ \dot{a}_1 \simeq -\frac{i\Omega}{2} a_2 e^{i\Delta t} \quad \text{and} \quad \dot{a}_2 \simeq -\frac{i\Omega^*}{2} a_1 e^{-i\Delta t} . \] (1.23)

With the equations of motion we can, starting from initial values for \( a_1(0) \) and \( a_2(0) \), calculate the temporal evolution.

We solve this system of differential equations by differentiating one and substituting the other,
\[ \ddot{a}_2 = -i\Delta \dot{a}_1 a_2 + \Omega^* \omega \dot{a}_1 \omega \sin(\Delta t) = \frac{\Omega^2}{4} a_2 - i\Delta \dot{a}_2 . \] (1.24)

We find solutions via the ansatz \( a_2 = e^{-i\Delta t/2}(Ae^{iGt/2} + Be^{-iGt/2}) \). The equation for \( a_2 \) yields,
\[ \left( \frac{i}{2} G - \frac{i}{2} \Delta \right)^2 A e^{i(G-\Delta)t/2} + \left( -\frac{i}{2} G - \frac{i}{2} \Delta \right)^2 B e^{i(-G-\Delta)t/2} = -\frac{\Omega^2}{4} a_2 - i\Delta \dot{a}_2 . \] (1.25)

Separating the parts in \( A \) and in \( B \) we obtain two equations with the same result,
\[ G^2 = |\Omega|^2 + \Delta^2 . \] (1.26)

\( G \) is called the \textit{generalized Rabi frequency}. Using the initial conditions, \( a_1(0) = 1 \) and \( a_2(0) = 0 \), we can fix one of the coefficients \( A \) and \( B \), since \( a_2(0) = A + B = 0 \),
\[ a_2 = 2iAe^{-i\Delta t/2} \sin \frac{G}{2} t . \] (1.27)

We now import this solution into the differential equation for \( a_1 \),
\[ \dot{a}_1 = -i\frac{\Omega}{2} a_2 e^{i\Delta t} = \Omega A e^{i\Delta t/2} \sin \frac{G}{2} t . \] (1.28)

The integral is,
\[ a_1(t) = \int_0^t \Omega A e^{i\Delta t'/2} \sin \frac{G}{2} t' dt' = -\frac{2A}{\Omega} e^{i\Delta t/2} \left( G \cos \frac{G}{2} t - i \Delta \sin \frac{G}{2} t \right) . \] (1.29)
CHAPTER 1. TWO-LEVEL ATOM IN A RADIATION FIELD

Using the normalization condition,

\[ 1 = |a_1|^2 + |a_2|^2 = \left| \frac{2A}{\Omega^*} e^{i\Delta t/2} \left( G \cos G t - i \Delta \sin \frac{G t}{2} \right) \right|^2 + \left| 2iAe^{-i\Delta t/2} \sin G t \right|^2 \]

\[ = \frac{4A^2}{|\Omega|^2} \left( G^2 \cos^2 \frac{G t}{2} + \Delta^2 \sin^2 \frac{G t}{2} \right) + 4A^2 \sin^2 \frac{G t}{2} t = 4A^2 \frac{G^2}{|\Omega|^2}. \]  

(1.30)

Hence, \( A = |\Omega|/2G \), or \( 2AG/\Omega^* = \sqrt{\Omega/\Omega^*} \). In general, we can choose \( \Omega \) real, and the final solution is,

\[ a_1(t) = -e^{i\Delta t/2} \left( \cos \frac{G t}{2} + \frac{i\Delta}{G} \sin \frac{G t}{2} \right) \quad \text{and} \quad a_2(t) = \frac{i\Omega}{G} e^{-i\Delta t/2} \sin \frac{G t}{2}. \]  

(1.31)

When the detuning \( \Delta \) is zero, under the influence of the perturbation, the populations of the system oscillate with the Rabi frequency \( \Omega \). When the light frequency is detuned from resonance, however, the oscillation frequency \( G \) is higher, but the amplitude decreases as well. The initially empty state never reaches unitary population. In Exc. 1.3.0.1 we calculate the time required to allow the perturbation to invert the population of a two-level system, in Exc. 1.3.0.2 we study the maximum achievable inversion as a function of detuning, and in Exc. 1.3.0.3 we analyze the dynamics of a system subject to sequences of pulses.

![Figure 1.5](code for download) Probability \( |a_2(t)|^2 \) for the atom to be in the excited state for \( \Omega = \Gamma \) and \( \Delta = 0 \) (blue), \( \Delta = \Gamma \) (green), and \( \Delta = 2.5\Gamma \) (red). Time is in units of \( 1/\Gamma \).

1.2.2 Light-shift and dressed states

From Eqs. (1.23) written in matrix form as,

\[
\begin{pmatrix}
i\dot{a}_1 \\
i\dot{a}_2
\end{pmatrix} = \begin{pmatrix}
0 & \frac{1}{2} \Omega e^{i\Delta t} \\
\frac{1}{2} \Omega^* e^{-i\Delta t} & 0
\end{pmatrix} \begin{pmatrix}
a_1 \\
a_2
\end{pmatrix} = \frac{1}{\hbar} \hat{H} \begin{pmatrix}
a_1 \\
a_2
\end{pmatrix}, \]  

(1.32)

via a simple transformation \( \tilde{a}_2 \equiv e^{i\Delta t} a_2 \), we arrive at an equivalent system of equations,

\[
\begin{pmatrix}
i\dot{\tilde{a}}_1 \\
i\dot{\tilde{a}}_2
\end{pmatrix} = \begin{pmatrix}
0 & \frac{1}{2} \Omega \\
\frac{1}{2} \Omega^* & -\Delta
\end{pmatrix} \begin{pmatrix}
\tilde{a}_1 \\
\tilde{a}_2
\end{pmatrix} = \frac{1}{\hbar} \hat{H}' \begin{pmatrix}
\tilde{a}_1 \\
\tilde{a}_2
\end{pmatrix}, \]  

(1.33)
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which has the advantage of a time-independent Hamiltonian, the time dependence having been transformed into the wavefunctions. From the total Hamiltonian in Eq. (1.33), we find for the eigen-energies,

$$E_{1,2} = \frac{\hbar}{2} \Delta \pm \frac{\hbar}{2} G.$$  \hspace{1cm} (1.34)

Because the light intensity is proportional to $\Omega^2$, the energy correction $\Delta E_{1,2} \equiv E_{1,2} - \frac{\hbar}{2} \Delta$ is appropriately called the light shift. In the limit of large detunings, $\Omega \ll |\Delta|$ we may expand,

$$E_{1,2} \simeq \pm \frac{\hbar \Omega^2}{4 \Delta}.$$  \hspace{1cm} (1.35)

The eigenstates corresponding to $\Delta E_{1,2}$ are called the dressed states of the atom and are calculated in the next section. Very often the light field is not homogeneous (e.g., in a standing light wave) producing a spatially dependent light shift $\Delta E_{1,2}(r)$. The force that results from this gradient of energy is called the dipole force and is discussed in more detail in Lecture 4. In Exc. 1.3.0.4 we generalize the calculation of the light-shift to the presence of spontaneous decay.

1.2.2.1 Dressed states

The eigenfunctions of the Schrödinger equation for a two-level atom in a monochromatic field are best described in terms of the 'dressed states' of the atom. It begins with the total Hamiltonian,

$$\hat{H} = \hat{H}_\text{rad} + \hat{H}_\text{at} + \hat{H}_\text{int},$$  \hspace{1cm} (1.36)

where $\hat{H}_\text{at}$ is the usual atomic part denoted by $\hat{H}^{(0)}$ in Sec. 1.2.1 that gives the atomic energy levels, $\hat{H}_\text{rad} = \hbar \omega (\hat{a}^\dagger \hat{a} + \frac{1}{2})$ is the radiation part whose eigenvalues are $E_n = (n + \frac{1}{2}) \hbar \omega$, and $\hat{H}_\text{int}$ is the atom-field interaction such as $\hat{H}^{(1)}(t)$ in Sec. 1.2.1 that causes transitions as well as light shifts.

The energy level diagram of the first two terms in Eq. (1.36) consists of a ladder of photon number states $|n\rangle$ separated by $\hbar \omega$ and the ordinary atomic energies, as shown schematically in Fig. 1.7. Coupled by the laser light the two atomic states form closely spaced pairs of one excited state $|e, n\rangle$ and one ground state $|g, n + 1\rangle$ separated by $\hbar \Delta$. They are each mixtures of ground and excited states, found by as the eigenvalues of $\hat{H}_\text{rad} + \hat{H}_\text{at}$.

The third term in the Hamiltonian, the interaction $\hat{H}_\text{int}$ between the atom and the field couples the ground and excited states through the off-diagonal matrix elements.

---

2 The general transformation rule for time-dependent Hamiltonians is $\hat{H}' = U^\dagger \hat{H} U + i \hbar U^\dagger \dot{U}$ [see Quantum mechanics (2019), Sec. 14.1.2]. In the present case the Hamiltonians follow from each other with $U = \begin{pmatrix} 1 & 0 \\ 0 & e^{i \Delta t} \end{pmatrix}$.

3 See script on Quantum mechanics (2020), Sec. 14.1.2.
Figure 1.7: From left to right: Photon number states (eigenstates of $\hat{H}_{\text{rad}}$), the two stationary eigenstates of the two-level atom $\hat{H}_{\text{at}}$, double ladder showing the basis of product states of photon number and atomic states (eigenstates of $\hat{H}_{\text{rad}} + \hat{H}_{\text{at}}$), and dressed states constructed by diagonalization of the full Hamiltonian $\hat{H}$ in the basis of the product states.

$\hat{H}^{(1)}(t)$. This splits the energy levels farther apart by $\hbar G = E_1 - E_2$, as given in Eq. (1.34). $G$ is independent of the sign of $\Delta$, and the shift $\hbar(G - |\Delta|)/2$ is the light shift of each dressed state [see Eq. (1.34)].

The light also mixes the states by an amount expressed in terms of a mixing angle $\theta$ given by $\cos(2\theta) \equiv -\Delta/G$, so that each ground state is mixed with a component of the excited state and vice versa. These eigenstates of the Hamiltonian including this interaction are called the 'dressed states' of the atom in the field [18]. The eigenfunctions are given by,

$$
|a, N\rangle = \cos \theta |g, n\rangle - \sin \theta |e - 1, n\rangle, \\
|b, N\rangle = \sin \theta |g, n\rangle + \cos \theta |e - 1, n\rangle.
$$

(1.37)

While $n$ denotes the number of photons in the system, $N$ means the number of excitations, which can be free photons or the photon that has been absorbed by the atom. The interaction of a single two-level atom with a single field mode, as illustrated in Fig. 1.6 is studied in the paradigmatic Jaynes-Cummings model $^4$.

1.2.3 Numerical simulations and quantum jumps

The softwares ‘Maple’ or ‘Mathematics’ are useful for analytical calculations, that is, multiplying matrices or determining eigenvalues. For numerical calculations the softwares ‘Matlab’ or ‘Python’ are more adapted. For example, the time evolution of a Schrödinger equation,

$$
|\psi(t)\rangle = e^{-i\hat{H}/\hbar}|\psi(0)\rangle,
$$

(1.38)

can be simulated in a single command line using the Matlab ‘expm’ function.

$^4$See script on Quantum mechanics (2020), Sec. 14.2.
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When the system varies in time, $\hat{H}(t)$, we may divide time into small units $dt$ and propagate the wavefunction as,

$$|\psi(t+dt)\rangle = e^{-i\hat{H}(t)dt/\hbar}|\psi(t)\rangle \approx |\psi(t)\rangle \left(1 - i\frac{\hat{H}}{\hbar}dt\right),$$

(1.39)

continuously reinserting the solution into the equation. This Newton method does not converge quickly ($dt$ should be chosen small enough when $\hat{H}(t)$ varies rapidly), but there are other more sophisticated procedures like the Runge-Kutta method.

A variation of this method is called steepest descent method. This method is similar to the Newton method (1.39), but replaces the time $dt$ with an imaginary time. Thus, the coherent temporal evolution of the Schrödinger equation is replaced by a dissipative evolution. The loss of energy automatically takes the system to the ground state. The method also applies to more complicated equations than the Schrödinger equation, for example, the Gross-Pitaevskii equation.

Another numerical method often used in quantum mechanics is called quantum Monte Carlo simulation of the wavefunction [74]. This method simulates trajectories of quantum systems treating intrinsic quantum noise as random processes disrupting the uniformity of the trajectory. The advantage of this method is that it also applies to dissipative systems. We will introduce this method in the next section.

1.2.3.1 Quantum jumps

The preceding discussions ignored the existence of spontaneous decay of the excited states resulting from their interaction with the zero-point energy of the electromagnetic field. Spontaneous emission has played an important role in atomic physics since the conception of discrete atomic states by Bohr in 1913.

The problem of radiative transitions between discrete states in atoms was discussed by Einstein in 1917 [37], where he considered three radiative processes. In the first process, an amount of optical energy $\hbar \omega$ (a ‘photon’) is absorbed from an applied radiation field of angular frequency $\omega$, and atoms make transitions from the ground to the excited state. The newly introduced second process is stimulated emission, where a photon is emitted into the applied radiation field and the atoms make a transition from the excited to the ground state. Note that in both of these processes the total energy of the system consisting of the applied radiation field and the atoms is conserved. The third process is spontaneous emission, where a photon is emitted and the atoms also make transitions from the excited to the ground state. However, unlike stimulated emission, the photon is not emitted in the mode of the radiation field, but has a random direction or polarization (see Fig. 1.6). Since the photon is emitted into the vacuum field, there is no longer conservation of energy for the system of radiation field plus atoms, since the vacuum field is outside the system. Finally, from the distribution of black-body radiation, Einstein deduced that the fourth process, spontaneous absorption, is not possible (or at least very unlikely).

The discussion in this chapter so far has properly accounted for the two stimulated processes discussed above [see Eqs. (1.31)]. The combined action of these two processes causes the oscillation in both the excited and ground state probabilities (see Fig. 1.5). For atoms initially in the ground state, the probability for absorption is large and the probability for them to go into the excited state increases. Once the atoms have a large probability to be in the excited state, however, the probability
for absorption decreases and the probability for stimulated emission increases. This leads to the Rabi oscillations exhibited in Fig. 1.5.

To include spontaneous emission, one way could be to include the vacuum field in the description of the system, which would then be closed as before. However, the task of doing so is formidable because both the spontaneous emission direction and the polarization direction are random. Thus it would be necessary to include the entire continuum of these parameters in the system, which is beyond the scope of this book. Furthermore, in most cases the properties of the emitted photon are not of interest, and information on the atom and the applied radiation field suffices.

The usual way to treat this problem in quantum mechanics is to introduce the density matrix \( \hat{\rho} \) and to discuss the excitation of the atoms in terms of populations and coherences instead of amplitudes. This follows in the next chapter. Here, an alternative view of this problem is presented.

This view is called the Monte Carlo wavefunction method and was recently described anew [74]. It is a numerical simulation that treats the evolution of the system with the same coupled equations (1.18). However, at each instant there is some probability that an atom will undergo spontaneous emission within a certain, small time interval. This probability is proportional to the probability \( |a_2|^2 \) for the atom of being in the excited state. In this 'Gedankenexperiment' the state of the system is observed by detecting the emitted photons with a photon counter. At each instant, the output of a random number generator is compared with the probability for a spontaneous emission, and if the random number is smaller, it is assumed that spontaneous emission has occurred (this is why this method is named after a city most famous for gambling). At that instant the evolution starts again from the values \( a_1 = 1 \) and \( a_2 = 0 \). Since there is no interest in the emitted photon, it is disregarded.

Numerical results from this method, obtained in Exc. 1.3.0.5, are shown in Fig. 1.8. Note that the time when a spontaneous emission occurs is intrinsically unpredictable (otherwise the emission wouldn’t be spontaneous). This randomness translates in trajectories of the wavefunction which, when we repeat the simulation procedure
many times with the same starting condition, are all different. That is, a particular simulation results in a particular trajectory for a certain atom, but infinitely many different trajectories are possible. The green line in Fig. 1.8(a) shows one possible trajectory for one atom. The oscillatory behavior is evident, as suggested in Fig. 1.5; however, the oscillations are interrupted by spontaneous emission events projecting the atom into its ground state. Repeating the procedure with \( N = 100 \) atoms [see Fig. 1.8(b)] still results in oscillatory behavior for small time periods; however, these oscillations damp out for longer times. Also the discrete jumps, clearly visible for \( N = 1 \), can are longer discernible. This results from the averaging process, since the emission times are random and thus different for different atoms. This causes the oscillations to be damped and the excitation probability reaches its steady-state value. In Exc. 1.3.0.6 we present an analytical calculation of the time evolution of a resonantly driven two-level system subject to spontaneous decay.

![Figure 1.9: (a) Quantum measurement at the example of a three-level atom incorporating a weak (sample) transition and a strong (meter) transition. (b) Random Telegraph signal in the resonance fluorescence due to quantum jumps.](image)

One common misconception that may arise from Fig. 1.8 is that the atoms eventually cease oscillating between the ground and excited states. In most experiments, measurement are made on a large number of atoms and indeed the oscillations are damped. However, Fig. 1.8(a) clearly shows that each individual atom still oscillates, but that these oscillations are damped out by the averaging process. This topic will reappear in the density matrix approach that describes the evolution of an ensemble of atoms. Let us finally note that quantum jumps, whose existence have been the subject of longstanding controversies [92], have been observed experimentally in three-level systems (see Fig. 1.9) [78, 90, 91, 9].

### 1.3 Exercises

#### 1.3.0.1 Ex: Rabi oscillation

The population of a two-level system be initially in state \( |1\rangle \). What should be the duration of a perturbation to transfer the population to state \( |2\rangle \)?

---

5See script on *Quantum mechanics* (2020), Sec. 16.1.2.
1.3.0.2 Ex: Rabi method

Free atoms be illuminated by light pulses characterized by the Rabi frequency $\Omega$, whose pulse area is (i) $\int_0^t \Omega \, dt = \pi$ and (ii) $= 2\pi$. For which frequency tuning $\Delta = \omega - \omega_0$ the excited state population is maximum? Draw the spectral profile of the population in the range $-5 < \Delta/\Omega < 5$.

1.3.0.3 Ex: Ramsey fringes

a. Consider a two-level atom illuminated by a $\frac{\pi}{2}$-pulse of nearly resonant light, $G \simeq \Omega$, and calculate the ground and excited state amplitudes.
b. How do the amplitudes evolve after the pulse if the detuning $\Delta$ is small but non-zero?
c. Derive the solution for $|a_2(t)|^2$ of the equations (1.23) for the resonant case ($\Delta = 0$) assuming the following initial conditions, $a_1(0) = -\frac{e^{i\phi/2}}{\sqrt{2}}$ and $a_2(0) = i\frac{e^{-i\phi/2}}{\sqrt{2}}$.
d. Discuss the case of two consecutive $\frac{\pi}{2}$-pulses separated by a time interval $T$.

1.3.0.4 Ex: Light-shift

Calculate the light-shift in a driven two-level system from the effective Hamiltonian,

$$\hat{H}_{\text{eff}} = \begin{pmatrix} 0 & \frac{1}{2} \Omega \\ \frac{1}{2} \Omega & \Delta - \frac{i}{2} \Gamma \end{pmatrix}. \quad (1.40)$$

Prepare spectra of the eigenvalues for $\frac{\Gamma}{\Omega} = 0, 0.5, \text{and} 2$.

1.3.0.5 Ex: Monte Carlo wavefunction simulation of quantum jumps

The possible occurrence of spontaneous emission produces a dynamics called quantum trajectory, which can be described by a non-hermitian effective Hamiltonian,

$$\hat{H}_{\text{eff}} = \hbar \Delta \sigma_z + \hbar \Omega \sigma^+ + \text{c.c.} - \frac{i}{2} \Gamma \sigma_z = \begin{pmatrix} 0 & \Omega \\ \Omega & \Delta - \frac{i}{2} \Gamma \end{pmatrix},$$

aiming at including energy dissipation processes.
a. Assuming $\Delta = 0 = \Omega$ verify that $\Gamma$ is indeed the decay rate of the excited state.
b. How does the norm of an arbitrary state $|\psi(t)\rangle$ evolve in time?
c. Verify that the time evolution $|\psi'(t+dt)\rangle = e^{-i\hat{H}_{\text{eff}} dt} |\psi(t)\rangle$ followed by a renormalization $|\psi'(t+dt)\rangle \rightarrow \frac{|\psi'(t+dt)\rangle}{\sqrt{\langle \psi'(t+dt) | \psi'(t+dt) \rangle}}$ conserves the norm of the wavefunction.
d. What is the probability for a spontaneous decay to occur within a time interval $[0,t]$?
e. Now, dissipative processes can be simulated by playing dices with random numbers $\zeta$. We divide time into small intervals $dt$ and propagate the wavefunction from $\psi(t)$ to $\psi(t+dt)$. Next, we generate a random number $\zeta$, uniformly distributed between 0 and 1, which we compare to probability the probability $p$. In case, $\zeta > 1 - \langle \psi(t) | \psi(t) \rangle$, we conclude that there was no dissipative process, and we let the system proceed in peace, only renormalizing the wavefunction to compensate for the losses [72, ?].
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Otherwise, if \( \zeta < 1 - \langle \psi(t) | \psi(t) \rangle \), we conclude that there was a dissipative process, and the system is projected into the eigenstate \( \psi_0 \). This projection is abrupt and called quantum jump. Now, the evolution restarts from zero, ruled by the effective Hamiltonian. Implement a numerical simulation via,

\[
|\psi(t)\rangle \rightarrow |\psi(t + dt)\rangle \equiv \begin{cases} 
\frac{\langle 1 - i\hat{H} dt | \psi(t + dt) \rangle}{\sqrt{\langle \psi(t) | \psi(t) \rangle}} & \text{if } \zeta > 1 - \langle \psi(t) | \psi(t) \rangle \\
|\psi_0\rangle & \text{if } \zeta < 1 - \langle \psi(t) | \psi(t) \rangle
\end{cases}
\]

This is the method called quantum Monte Carlo wavefunction simulation.

1.3.0.6 Ex: Non-hermitian time evolution

We study the time evolution \( |\psi(t)\rangle = e^{-i\hat{H}_{eff} t} |\psi(0)\rangle \) with the effective Hamiltonian (we set \( \hbar = 1 \)),

\[
\hat{H}_{eff} = \begin{pmatrix}
0 & \frac{1}{2} \Omega \\
\frac{1}{2} \Omega & -\frac{i}{2} \Gamma
\end{pmatrix}
\]

starting from the initial condition \( \langle 2 | \psi(0) \rangle = 1 \).

a. Calculate the eigenvalues \( E_{\pm} \) and the unitary transformation matrix \( U \), where \( U \hat{H}_{eff} U^{-1} = \hat{E} \) and

\[
\hat{E} = \begin{pmatrix}
E_+ & 0 \\
0 & E_-
\end{pmatrix}
\]

b. Now calculate the evolution of \( |\psi(t)\rangle \) and the norm \( \langle \psi(t) | \psi(t) \rangle \).
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Chapter 2

The Bloch equations

As long as we are only interested in stimulated processes, such as the absorption of a monochromatic wave, the Schrödinger equation suffices to describe the light-atom interaction. A problem arises when we want to describe relaxation processes at the same time as excitation processes. Spontaneous emission (and any other dissipative process) must therefore be included in the physical description of the temporal evolution of our light-atom system. In this case, however, our system is no longer restricted to a single mode of the light field and the two atomic states of excitation. Spontaneous emission populates a statistical distribution of states of the light field and leaves the atom in a superposition of many momentum states. This situation can not be described by a single wavefunction, but only by a distribution of wavefunctions, and we can only expect to calculate the probability of finding the system within this distribution. The Schrödinger equation, therefore, no longer applies, and we need to trace the time evolution of a system characterized by a density operator describing a statistical mixture of quantum states. The equations which describe the time evolution of the matrix elements of this density operator are the optical Bloch equations, and we must use them instead of the Schrödinger equation. In order to appreciate the origin and the physical content of the optical Bloch equations we begin by reviewing the rudiments of the density matrix theory.

In this second lecture we will introduce the master equation for the description of the dynamics of driven atomic systems. We start in Sec. 2.1 with the definition of the density matrix, for which we will derive the two-level Bloch equations in Sec. 2.2. In Sec. 2.3 we discuss the role of spontaneous emission, in Sec. 2.3.2 line broadening mechanisms, and finally in Sec. 2.4 we give an outlook on the description of multilevel atoms driven by several laser fields.
CHAPTER 2. THE BLOCH EQUATIONS

2.1 Density operator

We define the statistical operator or density operator \( \hat{\rho} \),
\[
\hat{\rho} \equiv \sum_k p_k \hat{P}_k \quad \text{where} \quad \hat{P}_k \equiv |\psi_k\rangle\langle\psi_k| ,
\]
(2.1)

where \{\( |\psi_k\rangle \)\} is a complete set of orthonormal states of the system under study. We consider a statistical distribution of these states with \( p_j \) being the probability of finding \( |\psi_j\rangle \) in the set. Obviously, \( \sum_k p_k = 1 \). That is, the density operator acts on a member of the set \{\( |\psi_k\rangle \)\} in a way to extract the probability of finding the system in \( |\psi_j\rangle \),
\[
\hat{\rho}|\psi_j\rangle = \sum_k p_k |\psi_k\rangle \langle\psi_k| |\psi_j\rangle = p_j |\psi_j\rangle .
\]
(2.2)

If all members of the set are in the same state, for example \( |\psi_k\rangle \), the density operator reduces to,
\[
\hat{\rho} = |\psi_k\rangle\langle\psi_k| ,
\]
(2.3)

and the system is in a pure state with \( p_k = \delta_{1k} \). Each time a quantum state can be expressed by a single wave function, it is a pure state, but it does not have to be an eigenstate. Starting from the equation (2.2) we find,
\[
\langle\psi_k|\hat{\rho}|\psi_j\rangle = p_j \delta_{kj} .
\]
(2.4)

The diagonal elements of the density matrix are the probabilities of finding the system in \( |\psi_j\rangle \), and assuming that all \( |\psi_k\rangle \) are orthonormal, the non-diagonal elements of the incoherent sum (2.1) are necessarily zero \(^2\). Besides that,
\[
\sum_k \langle\psi_k|\hat{\rho}|\psi_k\rangle = 1 ,
\]
(2.5)

so that \( \hat{\rho} \) contains all information about the system. When the state of the system is unknown, \( \hat{\rho} \) describes the probability of finding the system in each state. When the state is fully known, \( \hat{\rho} \) describes a pure state, that is, a vector in the Hilbert space, which is unequivocally determined by a complete set of observables with their respective quantum numbers.

\(^1\)In the presence of degeneracy or a continuous spectrum we can generalize the definition:
\[
\hat{\rho} \equiv \sum_k p_k \hat{P}_k + \int p_\lambda \hat{P}_\lambda d\lambda \quad \text{where} \quad \hat{P}_k \equiv \sum_m |km\rangle\langle km| \quad \text{and} \quad \hat{P}_\lambda \equiv \int |\lambda\mu\rangle\langle\lambda\mu|d\mu .
\]

Here, \( m \) and \( \mu \) are degenerate quantum numbers, \( m, n \) are discrete, and \( \lambda, \mu \) are continuous quantum numbers. The set of quantum numbers is complete, when
\[
\sum_{k,m} |km\rangle\langle km| = \hat{1} = \int |\lambda\mu\rangle\langle\lambda\mu|d\lambda d\mu .
\]
The degree of degeneracy of a state \( |k\rangle \) is \( \text{Tr} \hat{P}_k = \sum_m 1 \). The probability of finding the system in the state \( |k\rangle \) is \( \langle k| \hat{P}_k |k\rangle = p_k \sum_m 1 \).

\(^2\)This is simply because we constructed the density operator to be diagonal in the basis \{\( |\psi_k\rangle \)\}. It does not mean, that the density operator cannot have non-diagonal elements in another basis.
2.1. DENSITY OPERATOR

The properties of the density operator are,

\[
\begin{align*}
\hat{\rho} & = \hat{\rho}^\dagger \\
\langle \hat{\rho} \rangle & \geq 0 \\
\text{Tr } \hat{\rho} & = 1 \\
\text{Tr } \hat{\rho}^2 & \leq 1 \\
\det \hat{\rho} & = 0 \\
\hat{\rho} & = \hat{\rho}^2 \text{ for a pure state}
\end{align*}
\] (2.6)

2.1.1 Matrix formalism

The next step is to develop matrix representations of the density operator by expanding the state vectors \(|\psi_k\rangle\) in a complete orthonormal basis,

\[
|\psi_k\rangle = \sum_n c_{nk} |n\rangle = \sum_n |n\rangle \langle n| \psi_k \rangle ,
\] (2.7)

using the completeness relation \(\sum_n |n\rangle \langle n| = \mathbb{I}\), and defining,

\[
c_{nk} \equiv \langle n| \psi_k \rangle
\] (2.8)

as the projection of the state vector \(|\psi_k\rangle\) on the basis vector \(|n\rangle\). Now, we can write the density operator matrix representation within the basis \\{\(|n\rangle\)\} using the definition of \(\hat{\rho}\) in Eq. (2.1) and replacing the expansions of \(|\psi_k\rangle\) and \(\langle \psi_k|\) of Eq. (2.7):

\[
\hat{\rho} = \sum_k p_k |\psi_k\rangle \langle \psi_k| = \sum_k p_k \sum_{m,n} |n\rangle \langle \psi_k| \langle \psi_k| \langle m| = \sum_k p_k \sum_{m,n} c_{nk} c^*_{nk} |n\rangle \langle m| .
\] (2.9)

The matrix elements of \(\hat{\rho}\) in this representation are

\[
\rho_{nm} \equiv \langle n| \hat{\rho}^\dagger | m\rangle = \sum_k p_k c_{nk} c^*_{mk}
\] (2.10)

with the diagonal elements \(\langle n| \hat{\rho}| m\rangle = \sum_k p_k |c_{nk}|^2\) and \(\rho^*_{nm} = \rho_{mn}\), which means that the operator \(\hat{\rho}\) is hermitian.

Example 1 (Density operator for a mixed state): Consider the following two possible superposition states of a two-level system,

\[
|\psi_1\rangle = \sqrt{\frac{1}{2}} |1\rangle + \sqrt{\frac{1}{2}} |2\rangle \quad \text{and} \quad |\psi_2\rangle = \sqrt{\frac{9}{10}} |1\rangle + \sqrt{\frac{1}{10}} |2\rangle .
\]

Being linearly independent, they form a basis. Let us assume that, for some reason, we do not know whether the system is in state \(|\psi_1\rangle\) or state \(|\psi_2\rangle\). The density operator describing our knowledge about the system is then,

\[
\hat{\rho} = \frac{1}{2} |\psi_1\rangle \langle \psi_1| + \frac{1}{2} |\psi_2\rangle \langle \psi_2| .
\]

Obviously, \(\hat{\rho} \neq \hat{\rho}^2\), and

\[
\hat{\rho} = \frac{1}{2} |1\rangle \langle 1| + \frac{1}{4} |2\rangle \langle 1| + \frac{1}{4} |1\rangle \langle 2| + \frac{1}{4} |2\rangle \langle 2| + \frac{9}{20} |1\rangle \langle 1| + \frac{1}{20} |2\rangle \langle 1| + \frac{3}{20} |1\rangle \langle 2| + \frac{1}{20} |2\rangle \langle 2| = \begin{pmatrix} 0.7 & 0.4 \\ 0.4 & 0.3 \end{pmatrix} .
\]
Example 2 (Density operator for a single atom): For a very simple system such as a single atom with several levels, that without spontaneous emission can be described by a single wavefunction $|\psi_1\rangle$, we can let $p_k = \delta_{1k}$. That is, the equations (2.9) and (2.10) reduce to,

$$\hat{\rho} = \sum_{m,n} c_{n1} c_{m1}^* |n\rangle\langle m| \quad \text{and} \quad \langle n|\rho|m\rangle = c_{n1} c_{m1}^* .$$

(2.11)

2.1.1.1 Measurement and trace

The sum of the diagonal elements of a matrix representing an operator is called the trace. This quantity represents a fundamental property of the density operator, since it is invariant with respect to any unitary transformation:

$$\text{Tr} \hat{\rho} \equiv \sum_n \langle n|\rho|n\rangle .$$

(2.12)

With the definition of the density operator (2.1) we can write the Eq. (2.12) as,

$$\text{Tr} \hat{\rho} \equiv \sum_{n,k} p_k \langle n|\psi_k\rangle\langle \psi_k|n\rangle .$$

(2.13)

Now, using the completeness relation,

$$\text{Tr} \hat{\rho} \equiv \sum_{n,k} p_k \langle \psi_k|n\rangle\langle n|\psi_k\rangle = \sum_k p_k \langle \psi_k|\psi_k\rangle = 1 ,$$

(2.14)

which shows that the trace of the density operator representation is always 1 regardless of the basis of the matrix representation, thus justifying its interpretation as a probability density distribution.

Expectation values of observables are expressed by,

$$\langle \hat{A} \rangle = \sum_k p_k \langle \psi_k|\hat{A}|\psi_k\rangle .$$

(2.15)

On the other side,

$$\hat{\rho}\hat{A} = \sum_k p_k |\psi_k\rangle\langle \psi_k|\hat{A} ,$$

(2.16)

and in the basis $\{|n\rangle\}$,

$$\langle n|\hat{\rho}\hat{A}|m\rangle = \langle n|\sum_k p_k |\psi_k\rangle\langle \psi_k|\hat{A}|m\rangle = \sum_k p_k \langle n|\psi_k\rangle\langle \psi_k|\hat{A}|m\rangle = \sum_k p_k \langle \psi_k|\hat{A}|m\rangle\langle n|\psi_k\rangle .$$

(2.17)

Now, along the diagonal, we have,

$$\langle n|\hat{\rho}\hat{A}|n\rangle = \sum_k p_k \langle \psi_k|n\rangle\langle n|\hat{A}|\psi_k\rangle .$$

(2.18)
2.1. DENSITY OPERATOR

With the completeness relation in the basis \( \{|n\rangle\} \), we now have \(^3\)

\[
\text{Tr} \;  \hat{\rho} \hat{A} = \sum_k p_k \langle \psi_k | \hat{A} | \psi_k \rangle = \langle \hat{A} \rangle .
\]  

(2.19)

The Eq. (2.19) says that the ensemble average of any dynamic observable \( \hat{A} \) can be calculated from the diagonal elements of the operator matrix \( \hat{\rho} \): Since the trace is independent of the basis (this will be shown in Exc. 2.5.0.1), each unitary transformation taking the matrix representation from a basis \( \{|n\rangle\} \) to another one \( \{|t\rangle\} \) leaves the trace invariant. Using the definition of a unitary transformation we can easily show that the trace of a cyclic permutation of a product is invariant. For example,

\[
\text{Tr} \; [ \hat{A} \hat{B} \hat{C} ] = \text{Tr} \; [ \hat{C} \hat{A} \hat{B} ] = \text{Tr} \; [ \hat{B} \hat{A} \hat{C} ] ,
\]  

(2.20)

and in particular

\[
\text{Tr} \; [ \hat{\rho} \hat{A} ] = \text{Tr} \; [ \hat{A} \hat{\rho} ] = \langle \hat{A} \rangle .
\]  

(2.21)

In the Excs. 2.5.0.2 and 2.5.0.3 we apply the density operator to pure and mixed states of a two-level system. In Excs. 2.5.0.4 and 2.5.0.5 we study thermal mixtures.

2.1.2 Spontaneous emission

The distinction between pure states and statistical mixtures is of fundamental importance in quantum mechanics. Suppose that for a certain quantum mechanical system there is a complete set of commuting operators, and any subsequent measurement with one of the operators yields the same outcome as before. In this way the system has been prepared in a pure state, also referred to as a state of 'maximum knowledge'. If there is no measurement with one of the operators of this complete set, there is no information on the outcome of such a measurement. The system will then be in a statistical mixture of states \( \{|\psi_i\rangle\} \) with a probability \( p_i \) to be in a pure state \( |\psi_i\rangle \), where \( i \) labels the eigenstates of the unmeasured operator.

Spontaneous emission results in a transition of the system from an initial to a final state and converts a pure state to a statistical mixture \(^4\). This happens because statistical mixtures are not only a consequence of incomplete preparation of the system, but also occur if there is only partial detection of the final state. Suppose a system consists of two parts A and B, such as an atom and a radiation field that are coupled, but only part A is observed. Then information about part B is lost, and a statistical average over part B is necessary. Using the density matrix to describe the system, one has to take the trace over part B, or

\[
\hat{\rho}_A = \text{Tr}_B \; \hat{\rho}_{AB} .
\]  

(2.22)

If the system was initially in a pure state, the incomplete detection process causes the pure state to evolve into a statistical mixture. This will be shown at the example of a dressed state atom in Exc. 2.5.0.6.

---

\(^3\)In the presence of degeneracy or a continuous part of the spectrum we can generalize the definition of the expectation,

\[
\langle \hat{X} \rangle \equiv \text{Tr} \; \hat{\rho} \hat{X} = \sum_{k,m} \langle km | \hat{\rho} \hat{X} | km \rangle .
\]

\(^4\)See script on Quantum mechanics (2020), Sec. 14.3.1.
As an example, consider a two-level atom in the excited state. After a short time the atom has a probability to remain in the excited state, or it can make a transition to the ground state by spontaneous emission of a photon. The evolution of this system is given by,

$$\psi(t) = \alpha(t)|e, 0\rangle + \sum_s \beta_s(t)|g, 1_s\rangle,$$

(2.23)

where the state of the atom is indicated by $|g\rangle$ or $|e\rangle$. The notation $|0\rangle$ means that no photon has yet been emitted, and $|1_s\rangle$ means that one photon has been emitted into the mode denoted by $s = (\mathbf{k}, \hat{\epsilon})$ with its wavevector $\mathbf{k}$ and its polarization $\hat{\epsilon}$. Note that the photon can be emitted in any direction with a certain polarization, so the sum runs over all possible modes $s$. If one only observes the state of the atom and not the emitted photon, then the atom will be found in either the excited state $|e\rangle$ or the ground state $|g\rangle$; nevertheless, it will no longer be in a pure state. The new state can be described by its density matrix $\hat{\rho}_{\text{atom}}$:

$$\hat{\rho}_{\text{atom}} = \text{Tr}_{\text{ph}} |\psi\rangle\langle\psi| = |\alpha(t)|^2|e\rangle\langle e| + \sum_s |\beta_s(t)|^2|g\rangle\langle g|.$$

(2.24)

The pure state $|\psi\rangle$ has evolved to a statistical mixture of $|g\rangle$ and $|e\rangle$ since the emitted photon has not been observed. Eq. (2.24) shows that phase information has been lost from Eq. (2.23), and we immediately see that $\hat{\rho}_{\text{atom}}^2 \neq \hat{\rho}_{\text{atom}}$.

The restriction to describing only the atom and the laser field and not the light spontaneously emitted in arbitrary directions with arbitrary polarizations results in a huge simplification, not to speak about the fact that spontaneous emission cannot be properly handled within the framework of a semi-classical description of the electromagnetic field as was done in Lecture 1, because it is induced by vacuum fluctuations of the field. In his famous 1917 paper [37], Einstein not only showed that stimulated emission was necessary to explain Planck’s blackbody spectrum, but also derived the spontaneous emission rate using detailed balancing between spontaneous and stimulated processes. Although his result is correct, his derivation does not show the true nature of the spontaneous emission process. Its properties emerge from the Wigner-Weisskopf theory that is summarized here [98]. In this theory it is shown that an atom in the excited state decays exponentially as a result of the fluctuations of the quantized vacuum field. The rate of this decay process is just the spontaneous emission rate.

Consider an atom in the excited state at $t = 0$ and no photons in the radiation field, i.e. the system is initially in a pure state $|e, 0\rangle$. Making a transition to the ground state by spontaneously emitting one photon into the radiation field, the system may evolve toward $|g, 1_s\rangle$. The complete state of the system can now be described analogously to Eq. (1.10) by,

$$\psi(t) = ae^{-i\omega_s t}|e, 0\rangle + \sum_s b_s e^{-i(\omega_s + \omega)t}|g, 1_s\rangle.$$

(2.25)

Note that the frequency $\omega$ in the exponent must be replaced by $kc$ for the summation. Even though the summation runs over an infinite number of modes, this notation is sufficient for now. To describe the evolution of the wavefunction in time, the
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Hamiltonian of the system has to be defined. This requires the quantization of the electromagnetic field, which will not be described here. However, the only part of the Hamiltonian that couples the two states in Eq. (2.25) is the atom-field interaction: the atomic and field parts play no role. Inserting Eq. (2.25) into the Schrödinger equation,

\[ i\hbar \frac{d}{dt}\left| \psi(t) \right\rangle = \hat{H}\left| \psi(t) \right\rangle = \begin{pmatrix} \hbar \omega_e & \hbar \Omega_s & \hbar \Omega_s & \cdots \\ \hbar \Omega_s & \hbar \omega_g & 0 & \cdots \\ \hbar \Omega_s & 0 & \hbar \omega_g & \cdots \\ \cdots & \cdots & \cdots & \cdots \end{pmatrix} \begin{pmatrix} a e^{-i\omega_a t} \\ b_s e^{-i(\omega_g + \omega)t} \\ b_{s2} e^{-i(\omega_g + \omega)t} \\ \cdots \end{pmatrix}, \tag{2.26} \]

that is,

\[ i\hbar \frac{d}{dt}(ae^{-i\omega_a t}) = \hbar \omega_e a e^{-i\omega_a t} + \sum_s b_s \hbar \Omega_s e^{-i(\omega_g + \omega)t}, \tag{2.27} \]

\[ i\hbar \frac{d}{dt}(b_s e^{-i(\omega_g + \omega)t}) = \hbar \omega_g b_s e^{-i(\omega_g + \omega)t} + a \hbar \Omega_s e^{-i\omega_a t}. \]

This coupling is analogous to its semi-classical counterpart discussed in Sec. 1.2.1, and the result for the time evolution of the two states is,

\[ i \frac{da(t)}{dt} = \sum_s b_s(t) \Omega_s e^{-i(\omega - \omega_a)t} \quad \text{and} \quad i \frac{db_s(t)}{dt} = a(t) \Omega_s^* e^{i(\omega - \omega_a)t}, \tag{2.28} \]

where \( \omega_a \equiv \omega_e - \omega_g \). These equations are similar to Eq. (1.18), where the coupling for each mode is given by \( \hbar \Omega_s = -d_{eg} \cdot \hat{E}_\omega \) and \( \Omega_s \) is called the vacuum Rabi frequency. The dipole moment is \( d_{eg} = e \langle e | r | g \rangle \) and the electric field per mode is found from the classical expression for the energy density, \( u_\omega = \varepsilon_0 |\hat{E}_\omega|^2 \),

\[ \hat{E}_\omega = \hat{\varepsilon} \sqrt{\frac{\hbar \omega}{2\varepsilon_0 V}}. \tag{2.29} \]

Here \( V \) is the volume used to quantize the field, and it will eventually drop out of the calculation. The total energy of the electromagnetic field in the volume \( V \) is given by \( \hbar \omega/2 \), corresponding to the zero point energy of the radiation field. By directly integrating the second Eq. (2.28) and substituting the result into the first Eq. (2.28), the time evolution of \( a(t) \) is found to be,

\[ \frac{da(t)}{dt} = -\sum_s |\Omega_s|^2 \int_0^t dt' e^{-i(\omega - \omega_a)(t-t')} a(t'). \tag{2.30} \]

This represents an exponential decay of the excited state, and to evaluate the decay rate it is necessary to count the number of modes for the summation and then evaluate the time integral.

To count the number of modes \( s = (k, \hat{\varepsilon}) \), we represent the field by the complete set of traveling waves in a cube of side \( L \). Since the field is periodic with a periodicity
L, the components of k are quantized as $k_i = 2\pi n_i / L$, with $i = x, y, z$. Then $dn_i = (L/2\pi) dk_i$ and therefore $dn = (L/2\pi)^3 d^3 k$. The frequency $\omega$ is given by $\omega = ck$, so \(^5\),
\[
    dn = 2 \cdot \frac{V \omega^2}{8\pi^3 c^3} \sin \theta d\omega d\theta d\phi .
\]  

(2.31)

The factor of 2 on the right-hand side of Eq. (2.31) derives from the two independent polarizations $\hat{\varepsilon}$ of the fluorescent photons. Now replace the summation in Eq. (2.30) by an integration over all possible modes, insert the result of Eq. (2.31), and then integrate over the angles $\theta$ and $\phi$ to find
\[
    \frac{da}{dt} = -\frac{1}{6\varepsilon_0 \pi^2 \hbar c^3} \int d\omega \, \omega^3 d_e^2 g \int_0^t dt' \, e^{-i(\omega - \omega_a) (t-t')} a(t') .
\]  

(2.32)

where the volume $V$ has dropped out, since $|\Omega_s|^2 \propto 1/V$. In this result, the orientation of the atomic dipole with respect to the emission direction has been taken into account, which yields a reduction factor of $\frac{1}{3}$ for a random emission direction.

The remaining time integral can be evaluated by assuming that the dipole moment $d_e g$ varies slowly over the frequency interval of interest, so it can be evaluated at $\omega = \omega_a$. Furthermore, the time integral is peaked around $t = t'$, so that the coefficient $a(t)$ can be evaluated at time $t$ and taken out of the integral. The upper boundary of the integral can be shifted toward infinity, and the result becomes,
\[
    \lim_{t \to \infty} \int_0^t dt' \, e^{-i(\omega - \omega_a) (t-t')} = \pi \delta(\omega - \omega_a) - P\left(\frac{i}{\omega - \omega_a}\right) ,
\]  

(2.33)

where $P(x)$ is the principal value. The last term is purely imaginary and causes a shift of the transition frequency, which will not be discussed further. Substitution of the result of Eq. (2.33) into Eq. (2.32) yields the final result,
\[
    \frac{da}{dt} = -\frac{\Gamma}{2} a(t) \quad \text{where} \quad \Gamma = \frac{\omega^3 d_e^2 g}{3\pi \varepsilon_0 \hbar c^3} .
\]  

(2.34)

Since the amplitude of the excited state decays at a rate $\Gamma/2$, the population of the state decays with $\Gamma$ and the lifetime of the excited state becomes $\tau = 1/\Gamma$.

The decay of the excited state is irreversible. In principle, the modes of the spontaneously emitted light also couple to the ground state in Eqs. (2.28), but there is an infinite number of modes in free space. The amplitude for the reverse process has to be summed over these modes. Since the different modes add destructively, the probability for the reverse process becomes zero. The situation can be changed by putting the atom in a reflecting cavity with dimensions of the order of the optical wavelength $\lambda$. Then the number of modes can be changed considerably compared to free space.

2.1.3 Temporal evolution of the density operator

The equations governing the temporal evolution of a quantum system depend on the choice of the picture, i.e. Schrödinger’s, Heisenberg’s, or the interaction picture. This, of course, also applies to a system represented by a density matrix.

\(^5\)See script on Quantum mechanics (2020), Sec. 1.3.2.
2.1. DENSITY OPERATOR

Returning to the density operator definition (2.1), we can express its temporal dependence in terms of time-dependent quantum states and of the time evolution operator $U$,

$$\dot{\rho}(t) = \sum_k p_k |\psi_k(t)\rangle\langle\psi_k(t)| = \sum_k p_k U(t, t_0) |\psi_k(t_0)\rangle\langle\psi_k(t_0)| U^\dagger(t, t_0) .$$  \hspace{1cm} (2.35)

Writing,

$$\dot{\rho}(t_0) = \sum_k p_k |\psi_k(t_0)\rangle\langle\psi_k(t_0)| ,$$  \hspace{1cm} (2.36)

we see immediately,

$$\dot{\rho}(t) = U(t, t_0) \dot{\rho}(t_0) U^\dagger(t, t_0) ,$$  \hspace{1cm} (2.37)

where, for the common case of a time-independent Hamiltonian,

$$U(t, t_0) = e^{-i\hat{H}(t-t_0)/\hbar} .$$  \hspace{1cm} (2.38)

Now we find the time derivative of the density operator differentiating the two sides of (2.37) and substituting the Eqs.

$$\frac{dU}{dt} = \frac{1}{i\hbar} \hat{H} U \hspace{1cm} \text{and} \hspace{1cm} \frac{dU^\dagger}{dt} = -\frac{1}{i\hbar} U^\dagger \hat{H}$$  \hspace{1cm} (2.39)

for the time derivatives $U$ and $U^\dagger$. The result is

$$\frac{d\dot{\rho}(t)}{dt} = \frac{i}{\hbar} [\dot{\rho}(t), \hat{H}] .$$  \hspace{1cm} (2.40)

The commutator itself can be considered as a superoperator acting, not any more on states but on operators, that is, we can write,

$$L \dot{\rho}(t) \equiv \frac{i}{\hbar} [\dot{\rho}(t), \hat{H}] ,$$  \hspace{1cm} (2.41)

where $L$ is called Liouville operator. The equation (2.40) is called Liouville equation or von Neumann equation. The Liouville equation describes the time evolution of the density operator which, in turn, describes the distribution of an ensemble of quantum states. Even though the form of the Liouville equation resembles the Heisenberg equation, Eq. (2.35) shows that $\rho(t)$ is in the Schrödinger picture.

For a two-level system perturbatively interacting with a light field, the Hamiltonian can be decomposed into a stationary part and a time-dependent part,

$$\hat{H} = \hat{H}_{ele} + \hat{V}(t) = \hat{H}_{ele} - \hat{d} \cdot \mathbf{E}_0 \cos \omega t ,$$  \hspace{1cm} (2.42)

where $\hat{H}_{ele}$ is the part of the Hamiltonian describing the atomic structure and $\hat{V}(t)$ the interaction of the dipole transition with the classical oscillating electric field.
2.2 Bloch equations for two-level atoms

Applying the Liouville operator (2.40) to a two-level atom coupled to a single-mode light field, we will now derive the optical Bloch equations, first without spontaneous emission. We will then introduce the atomic Bloch vector as a convenient and suggestive method to describe the time evolution of a coupled two-level atom. Spontaneous emission will only be incorporated into the optical Bloch equations in the subsequent section.

2.2.1 The matrix elements of the density operator

Since the optical Bloch equations are coupled differential equations relating the elements of the density operator matrix, we must examine the temporal dependence of these matrix elements, based on our knowledge of the operator’s properties. We begin with the Liouville equation (2.40) and evaluate the elements of the matrix,

\[ \langle m | \frac{d \hat{\rho}(t)}{dt} | n \rangle = \frac{i}{\hbar} \langle m | [\hat{\rho}(t), \hat{H}] | n \rangle \]

\[ = \frac{i}{\hbar} (E_n - E_m) \langle m | \hat{\rho}(t) | n \rangle + \frac{i}{\hbar} \langle m | [\hat{\rho}(t), \hat{V}(t)] | n \rangle, \]

where \(|m\rangle \) and \(|n\rangle \) are members of a complete set of vectors of a basis \(\{|k\rangle\}\) which are also eigen-kets of \(\hat{H}_{ele}\) and span the space of \(\hat{H}\). Now, we insert the completeness expression \(\sum_k |k\rangle \langle k| = I\) in the commutator on the right-hand side of Eq. (2.43):

\[ \langle m | [\hat{\rho}(t), \hat{V}(t)] | n \rangle = \sum_k [\langle m | \hat{\rho}(t) | k \rangle \langle k | \hat{V} | n \rangle - \langle m | \hat{V} | k \rangle \langle k | \hat{\rho}(t) | n \rangle]. \]

(2.44)

For our two-level atom the complete set only includes two states: \(|1(t)\rangle = |1\rangle \) and \(|2(t)\rangle = e^{-i\omega_0 t} |2\rangle\). In addition, the matrix elements of the dipole coupling operator \(\hat{V}\) are only non-diagonal,

\[ V \equiv \langle 1 | \hat{V} | 2 \rangle = \langle 2 | \hat{V} | 1 \rangle. \]

(2.45)

Hence, Eq. (2.43) adopts the form,

\[ \begin{align*}
\frac{d\hat{\rho}_{11}}{dt} &= \frac{i}{\hbar} [\hat{\rho}_{12} V - \hat{\rho}_{21} V] \\
\frac{d\hat{\rho}_{22}}{dt} &= \frac{i}{\hbar} [\hat{\rho}_{21} V - \hat{\rho}_{12} V] = -\frac{d\hat{\rho}_{11}}{dt} \\
\frac{d\hat{\rho}_{12}}{dt} &= i\omega_0 \hat{\rho}_{12} + \frac{i}{\hbar} [V(\hat{\rho}_{11} - \hat{\rho}_{22})] \\
\frac{d\hat{\rho}_{21}}{dt} &= -i\omega_0 \hat{\rho}_{21} + \frac{i}{\hbar} [V(\hat{\rho}_{22} - \hat{\rho}_{11})] = \frac{d\hat{\rho}_{12}}{dt}
\end{align*} \]

(2.46)

remembering that the sum of the diagonal terms, called populations, must be unitary, and that the non-diagonal terms, called coherences, are complex,

\[ \hat{\rho}_{11} + \hat{\rho}_{22} = 1, \quad \hat{\rho}_{21} = \hat{\rho}_{12}^*. \]

(2.47)
2.2. BLOCH EQUATIONS FOR TWO-LEVEL ATOMS

We have derived the optical Bloch equations from the Liouville equation, which is the fundamental equation of motion of the density operator, but so far, the Bloch equations do not include the possibility of spontaneous emission. We will learn later, how to include this phenomenon.

2.2.2 Rotating wave approximation

In the following, we will only consider exponentials rotating with the frequency \( \Delta \equiv \omega - \omega_0 \), and we will neglect terms rotating like \( \Delta \equiv \omega + \omega_0 \). This approximation, called rotating wave approximation (RWA) is good, when the Rabi frequency is sufficiently small, \( \Omega \ll \omega \). Otherwise, we observe an energy correction of the levels called Bloch-Siegert shift. As we already did in deriving Eq. (1.23), the RWA can be implemented in the time dependence of the coupling operator,

\[
V(t) = \hbar \Omega \cos \omega t \rightarrow \frac{\hbar}{2} \Omega e^{-i\omega t},
\]

(2.48)
neglecting the part \( \frac{1}{2} \hbar \Omega e^{i\omega t} \).

The set of equations (2.46) constitutes the optical Bloch equations in the Schrödinger picture. Transforming to the interaction picture removes the temporal dependence of the basis vectors spanning the Hilbert space of the two-level atom. Once the RWA made, we can transform to the rotating system by the prescription,

\[
\rho_{12} \equiv \rho_{12} e^{-i\omega t}, \quad \rho_{22} \equiv \rho_{22},
\]

(2.49)
which, applied to the Bloch equations in the Schrödinger picture Eq. (2.46), yields,

\[
\frac{d\rho_{22}}{dt} = \frac{i}{2}(\rho_{21} - \rho_{12}) , \quad \frac{d\rho_{12}}{dt} = -i\Delta \rho_{12} + \frac{i\Omega}{2}(\rho_{11} - \rho_{22}).
\]

(2.50)

In Exc. 2.5.0.7 we derive the Bloch equations from the equations of motion for the population amplitudes \( a_1 \) and \( a_2 \).

For arbitrary starting conditions, the solution of these equations is not simple. To solve the problem we write the equations in a matrix form,

\[
\dot{\vec{\rho}} = \begin{pmatrix} \rho_{11} \\ \rho_{22} \\ \rho_{12} \\ \rho_{21} \end{pmatrix} , \quad A = \begin{pmatrix} 0 & 0 & \frac{i}{2} \Omega & -\frac{i}{2} \Omega \\ 0 & 0 & -\frac{i}{2} \Omega & \frac{i}{2} \Omega \\ \frac{i}{2} \Omega & -\frac{i}{2} \Omega & -i\Delta & 0 \\ -\frac{i}{2} \Omega & \frac{i}{2} \Omega & 0 & i\Delta \end{pmatrix} , \quad \dot{\vec{\rho}} = A \vec{\rho},
\]

(2.51)

To solve this system of differential equations, we calculate the eigenvalues of the matrix,

\[
\det(A - \lambda) = \lambda^2(\Delta^2 + \Omega^2) + \lambda^4 = 0
\]

\[
\lambda = 0, \pm iG,
\]

(2.52)
with the generalized Rabi frequency \( G \equiv \sqrt{\Delta^2 + \Omega^2} \). Therefore, the general solution is,

\[
\rho_{22}(t) = \rho_{22}^{(1)} + \rho_{22}^{(2)} e^{iGt} + \rho_{22}^{(3)} e^{-iGt}
\]

\[
\rho_{12}(t) = \rho_{12}^{(1)} + \rho_{12}^{(2)} e^{iGt} + \rho_{12}^{(3)} e^{-iGt}.
\]

(2.53)
The coefficients follow from the Bloch equations with particular starting conditions. With a little algebra we get

\[
\rho_{22}^{(1)} = \rho_{22}(0) + \frac{1}{2G^2} \left[ |\Omega|^2 (1 - 2\rho_{22}(0)) - \Delta (\Omega\rho_{12}^*(0) + \Omega^*\rho_{12}(0)) \right] \quad (2.54)
\]

\[
\rho_{22}^{(2)} = \frac{1}{2G^2} \left[ -|\Omega|^2 (1 - 2\rho_{22}(0)) + (\Delta + G)\Omega\rho_{12}^*(0) + (\Delta - G)\Omega^*\rho_{12}(0) \right]
\]

\[
\rho_{22}^{(3)} = \frac{1}{2G^2} \left[ -|\Omega|^2 (1 - 2\rho_{22}(0)) + (\Delta - G)\Omega\rho_{12}^*(0) + (\Delta + G)\Omega^*\rho_{12}(0) \right]
\]

\[
\rho_{12}^{(1)} = \frac{1}{2G^2} [\Delta\Omega(1 - 2\rho_{22}(0)) + \Omega (\Omega\rho_{12}^*(0) + \Omega^*\rho_{12}(0))]
\]

\[
\rho_{12}^{(2)} = \frac{\Delta - G}{4G^2} [-\Omega(1 - 2\rho_{22}(0)) + (\Delta + G)\Omega\rho_{12}^*(0) + (\Delta - G)\rho_{12}(0)]
\]

\[
\rho_{12}^{(3)} = \frac{\Delta - G}{4G^2} [-\Omega(1 - 2\rho_{22}(0)) + (\Delta - G)\Omega\rho_{12}^*(0) + (\Delta + G)\rho_{12}(0)] .
\]

We derive this solution in Exc. 2.5.0.8.

To begin the discussion of this solution, let us consider a sample of atoms initially in the ground state when the light field is switched on at time \( t = 0 \),

\[
\rho_{11}(0) = 1 = 1 - \rho_{22}(0) \quad , \quad \rho_{12}(0) = 0 = \rho_{21}(0) . \quad (2.55)
\]

In this case, the conditions (2.54) simplify to,

\[
\rho_{22}^{(1)} = \frac{|\Omega|^2}{2G^2} \Delta\Omega \quad , \quad \rho_{12}^{(1)} = \frac{1}{2G^2} \Delta\Omega \quad (2.56)
\]

\[
\rho_{22}^{(2)} = -\frac{|\Omega|^2}{4G^2} \quad , \quad \rho_{12}^{(2)} = -\frac{G - \Delta}{4G^2} \Omega
\]

\[
\rho_{22}^{(3)} = -\frac{|\Omega|^2}{4G^2} \quad , \quad \rho_{12}^{(3)} = -\frac{G - \Delta}{4G^2} \Omega
\]

such that,

\[
\rho_{22} = \rho_{22}^{(1)} + \rho_{22}^{(2)} e^{iGt} + \rho_{22}^{(3)} e^{-iGt} = \frac{|\Omega|^2}{4G^2} (2 - e^{iGt} - e^{-iGt}) \quad (2.57)
\]

\[
\rho_{12} = (\rho_{12}^{(1)} + \rho_{12}^{(2)} e^{iGt} + \rho_{12}^{(3)} e^{-iGt}) e^{i\Delta t} = \left( \frac{\Delta\Omega}{2G^2} - \frac{\Delta - G}{4G^2} \Omega e^{iGt} - \frac{\Delta + G}{4G^2} \Omega e^{-iGt} \right) e^{i\Delta t}
\]

\[
= \frac{2\Omega}{4G^2} (\Delta - \Delta \cos Gt + iG \sin Gt) e^{i\Delta t} .
\]

Using \( \cos x = 1 - 2\sin^2 \frac{x}{2} \) \( e \sin x = 2\sin \frac{x}{2} \cos \frac{x}{2} \), we finally obtain,

\[
\rho_{22} = \frac{|\Omega|^2}{G^2} \sin^2 \frac{Gt}{2} \quad , \quad \rho_{12} = \frac{\Omega}{G^2} \sin \frac{Gt}{2} \left( \Delta \sin \frac{Gt}{2} + iG \cos \frac{Gt}{2} \right) e^{i\Delta t} . \quad (2.58)
\]

### 2.2.3 Pauli matrices and the atomic Bloch vector

The internal structure of atoms is analyzed in atomic physics, where we find that the energy levels are discrete (Bohr’s axiom). The center of mass motion of the atoms and collisions with other atoms are ignored, and concerning the interaction of the atoms with light, we are only interested in the aspect, that the interaction can induce transitions between internal states via absorption or emission of photons. It is the duty of atomic physics to calculate the frequencies and strengths of transitions (by Hartree-Fock or similar methods), as well as their behavior in external electric and
magnetic fields. The results of these calculations are visualized in energy level schemes called Grotian diagrams. In quantum optics we do not care, how the energies of the levels were calculated, but accept them as given. That is, we assume the Hamiltonian of the unperturbed atom to be diagonalized, so that according to (1.2) its internal structure can be written as,

\[ \hat{H}_{\text{ele}} = \sum_j \hbar \omega_j |j\rangle \langle j| . \] (2.59)

The electronic states are orthonormal \( \langle i | j \rangle = \delta_{ij} \), and we define the transition operators by

\[ \hat{\sigma}_{ij} |k\rangle = \delta_{jk} |i\rangle , \] (2.60)

and \( \hat{\sigma}_{ij}^+ = \hat{\sigma}_{ji} \) satisfying the commutation relation,

\[ [\hat{\sigma}_{ij}, \hat{\sigma}_{lk}] = \delta_{jl} \hat{\sigma}_{ik} - \delta_{ik} \hat{\sigma}_{lj} . \] (2.61)

Many times we will restrict ourselves to atoms of two or three levels. For a two-level system we obtain the Pauli spin matrix. Every \( 2 \times 2 \) matrix can be expanded on a Pauli matrix basis,

\[
\begin{pmatrix}
\rho_{11} & \rho_{12} \\
\rho_{21} & \rho_{22}
\end{pmatrix}
= |1\rangle \rho_{11} \langle 1| + |1\rangle \rho_{12} \langle 2| + |2\rangle \rho_{21} \langle 1| + |2\rangle \rho_{22} \langle 2|
\]
(2.62)

\[
= \rho_{11}(\frac{1}{2} + \frac{1}{2} \hat{\sigma}_z) + \rho_{12} \hat{\sigma}^- + \rho_{21} \hat{\sigma}^+ + \rho_{22}(\frac{1}{2} - \frac{1}{2} \hat{\sigma}_z)
\]
\[
= \rho_{11} \hat{\sigma}^+ \hat{\sigma}^- + \rho_{12} \hat{\sigma}^- + \rho_{21} \hat{\sigma}^+ + \rho_{22} \hat{\sigma}^- \hat{\sigma}^+ = \begin{pmatrix}
\langle \hat{\sigma}^- \hat{\sigma}^+ \rangle & \langle \hat{\sigma}^- \rangle \\
\langle \hat{\sigma}^+ \rangle & \langle \hat{\sigma}^- \hat{\sigma}^+ \rangle
\end{pmatrix} .
\]

This formalism can easily be extended to an atom with many levels. Solve the Exc. 2.5.0.9.

For the two-level case it is useful to introduce an alternative notation based on the Bloch vector,

\[ \vec{\sigma} \equiv \begin{pmatrix}
2 \text{Re} \rho_{12} \\
2 \text{Im} \rho_{12} \\
\rho_{22} - \rho_{11}
\end{pmatrix}
= \begin{pmatrix}
\langle \sigma^- \rangle + \langle \sigma^+ \rangle \\
\frac{i}{2}(\langle \sigma^- \rangle - \langle \sigma^+ \rangle) \\
\langle \sigma^+ \sigma^- \rangle - \langle \sigma^- \sigma^+ \rangle
\end{pmatrix} = \begin{pmatrix}
\langle \sigma_x \rangle \\
\langle \sigma_y \rangle \\
\langle \sigma_z \rangle
\end{pmatrix} . \] (2.63)

We also define the torque vector,

\[ G \equiv \begin{pmatrix}
\Omega \\
0 \\
\Delta
\end{pmatrix} \quad \text{com} \quad \|G^2\| = G = \sqrt{\Omega^2 + \Delta^2} , \] (2.64)

the length of which is simply the Rabi frequency. With this, we can write the Bloch equations,

\[ \frac{d\vec{\sigma}}{dt} = G \times \vec{\sigma} , \] (2.65)

as will be shown in Exc. 2.5.0.10. \( \rho_{12} \) describes the polarization and \( \rho_{22} - \rho_{11} \) the population inversion of the atom. The equation is analogous to the equation of motion...
for a **rigid rotor** or **spinning top** (for example, a dipole in a homogeneous field). It displays phenomena such as **precession** and **nutation**. The physical content and usefulness of the Bloch vector will become clearer when we use the formalism to analyze electric and magnetic couplings. In Exc. 2.5.0.11 we verify that the Bloch vector is normalized (as long as spontaneous emission is not considered).

### 2.2.4 Manipulation of the state by sequences of radiation pulses

The temporal dependence of the three components of the atomic Bloch vector provides a useful illustration of the atom-field interaction. Resonant coupling, $\Delta = 0$ and $G = \Omega$, puts the solutions (2.58) into the form,

\[
\rho_{22}(t) = \frac{1}{2}(1 - \cos \Omega t) , \quad \rho_{12}(t) = \frac{i}{2} \sin \Omega t , \quad (2.66)
\]

that is,

\[
\vec{\sigma}(t) = \begin{pmatrix} 0 \\ \sin \Omega t \\ -\cos \Omega t \end{pmatrix} . \quad (2.67)
\]

That is, a resonant pulse rotates a Bloch vector initially pointing in the direction $-z$ within the plane $z$-$y$, until it arrives, at time $t = \frac{\pi}{2\Omega}$, at the $+y$ direction and at time $t = \frac{\pi}{\Omega}$ at the $+z$ direction. This means that the entire population has been transferred to the excited state. The Bloch vector continues to rotate (the movement is called **nutation**) around the torque vector $G$ which, as can be seen from Eq. (2.65), points at the $+x$ direction when $\Delta = 0$. The nutation frequency is proportional to the force $\Omega$ of the atom-field interaction. With the Eq. (2.58) we see that the population oscillates between the ground and excited state with the frequency $\Omega$. This means that the energy $\hbar \omega$ is periodically exchanged between the atom and the field. A pulse of resonant light of duration such that $\tau = \pi/2\Omega$ is called a $\pi/2$-pulse. The nutation is illustrated in Fig. 2.1(a).

Once the coherence has been excited by a detuned radiation, $\Delta \neq 0$, the Bloch vector does not stand still, even after the radiation has been switched off. To see this, we consider again the general solution (2.54) now entering $\Omega = 0$. If the Bloch vector is initially at a point in the unitary circle of the plane $z$-$y$, it will rotate according to the formula,

\[
\rho_{22}(t) = \rho_{22}(0) , \quad \rho_{12}(t) = \rho_{12}(0)e^{-i\Delta t} , \quad (2.68)
\]

that is,

\[
\vec{\sigma}(t) = \begin{pmatrix} \rho_{12}(0) \sin \Delta t \\ \rho_{12}(0) \cos \Delta t \\ 2\rho_{22}(0) - 1 \end{pmatrix} . \quad (2.69)
\]

That is, the Bloch vector performs a motion of **precession** around the symmetry axis. The precession is illustrated in Fig. 2.1(b).

The evolution of the Bloch vector on the surface of the Bloch sphere under the influence of radiation fields can be considered a coherent trajectory of the wavefunction of the atomic state, which is therefore subject to interference phenomena [57]. Interferometers can be realized by sequences of consecutive pulses splitting populations, exciting coherences, and remixing populations.
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Figure 2.1: (code for download) (a) Nutation of the Bloch vector. The red circles show the evolution of the Bloch vector on the Bloch sphere for a resonant $\pi$-pulse. (b) Precession of the Bloch vector.

Sensors based on interferometry of atomic excitation are nowadays among the most accurate and most sensitive. We will discuss the method of radiation pulse sequences in the Excs. 2.5.0.12, 2.5.0.13, and 2.5.0.15.

2.3 Bloch equations with spontaneous emission and line broadenings

2.3.1 Phenomenological inclusion of spontaneous emission

To find the Bloch equations including spontaneous emission, we insert the term $-i\frac{2}{\Gamma}a_2$ obtained in Eq. (2.34) into the Eqs. (1.18),

\[
\Omega^* \cos \omega t e^{i\omega_0 t} a_1 - i \frac{\Gamma}{2} a_2 = i \frac{da_2}{dt},
\]

that is, the equations of motion can be corrected by simply replacing,

\[
\frac{da_2}{dt} \sim \left( \frac{d}{dt} + \Gamma \right) a_2.
\]

Knowing $\rho_{mn} = a_m^* a_n$, it is easy to check,

\[
\frac{d\rho_{22}}{dt} \sim \left( \frac{d}{dt} + \Gamma \right) \rho_{22} \quad \text{and} \quad \frac{d\rho_{12}}{dt} \sim \left( \frac{d}{dt} + \frac{\Gamma}{2} \right) \rho_{12}.
\]

The Bloch equations become,

\[
\frac{d}{dt} \begin{pmatrix} \rho_{11} \\ \rho_{22} \\ \rho_{12} \\ \rho_{21} \end{pmatrix} = \begin{pmatrix} 0 & \Gamma & \frac{i}{2} \Omega & -\frac{i}{2} \Omega \\ 0 & -\Gamma & -\frac{i}{2} \Omega & \frac{i}{2} \Omega \\ \frac{i}{2} \Omega & \frac{i}{2} \Omega & 0 & -i\Delta -\frac{\Gamma}{2} \\ -\frac{i}{2} \Omega & \frac{i}{2} \Omega & i\Delta -\frac{\Gamma}{2} & 0 \end{pmatrix} \begin{pmatrix} \rho_{11} \\ \rho_{22} \\ \rho_{12} \\ \rho_{21} \end{pmatrix}.
\]
Example 3 (Langevin equation): The Heisenberg equation for the evolution of the internal degrees of freedom, including the phenomenologically introduced decay, is also called Langevin equation. It can be written as,

\[ i\frac{d\hat{\sigma}}{dt} = \frac{1}{\hbar}[\hat{\sigma}, \hat{H}] - \frac{i}{2}\Gamma\hat{\sigma} , \]

and analogously for \( \hat{\sigma}_z \). With the Hamiltonian \( \hat{H} = \hbar \Delta \hat{\sigma}^\dagger \hat{\sigma} + \frac{\hbar}{2} \Omega (e^{i\omega t} \hat{\sigma} + h.c.) \)
we obtain, using the Pauli spin matrices, exactly the Bloch equations,

\[ i\dot{\hat{\sigma}} = \Delta [\hat{\sigma}, \hat{\sigma}^\dagger \hat{\sigma}] + \frac{1}{2} \Omega e^{-i\omega t} [\hat{\sigma}, \hat{\sigma}^\dagger] - \frac{i}{2} \Gamma \hat{\sigma} = -\Delta \hat{\sigma}_z - \frac{i}{2} \Omega e^{-i\omega t} \hat{\sigma}_z - \frac{i}{2} \Gamma \hat{\sigma} \]
\[ i\dot{\hat{\sigma}}_z = \Delta [\hat{\sigma}_z, \hat{\sigma}^\dagger \hat{\sigma}] + \frac{1}{2} \Omega e^{-i\omega t} [\hat{\sigma}_z, \hat{\sigma}^\dagger] + \frac{1}{2} \Omega e^{i\omega t} [\hat{\sigma}_z, \hat{\sigma}] - \frac{i}{2} \Gamma \hat{\sigma}_z = -\Omega (\hat{\sigma}^\dagger - \hat{\sigma}) - \frac{i}{2} \Gamma \hat{\sigma}_z . \]

2.3.1.1 Stationary solution of the Bloch equations

The dissipation introduced by the spontaneous emission allows the system to reach a steady state. Letting the time derivatives be 0, we obtain the stationary solutions,

\[ \rho_{22}(\infty) = \frac{s/2}{\Delta^2 + \frac{1}{2}|\Omega|^2 + \frac{1}{4}\Gamma^2} , \quad \rho_{12}(\infty) = e^{i\Delta t} \frac{\frac{1}{2} \Omega (\Delta - \frac{i}{2}\Gamma)}{\Delta^2 + \frac{1}{2}|\Omega|^2 + \frac{1}{4}\Gamma^2} . \quad (2.74) \]

This will be shown in Exc. 2.5.0.16. The denominators have an extra term \( \frac{1}{2} \Omega^2 \) contributing to an effective widths of \( \rho_{22} \) and \( \rho_{12} \),

\[ \Gamma_{\text{eff}} = \sqrt{2|\Omega|^2 + \Gamma^2} . \quad (2.75) \]

This effect is called power broadening or saturation broadening. The phase factor \( e^{i\Delta t} \) describes the optical precession of the Bloch vector.

By introducing the saturation parameter,

\[ s \equiv \frac{2|\Omega|^2}{4\Delta^2 + \Gamma^2} , \quad (2.76) \]

we can rewrite the stationary dipole moment and the excited state population (2.74) as,

\[ \rho_{22}(\infty) = \frac{s/2}{1 + s} , \quad \rho_{12}(\infty) = e^{i\Delta t} \frac{\Delta - i\Gamma/2}{\Omega} \frac{s}{1 + s} . \quad (2.77) \]

and

\[ |\rho_{12}(\infty)|^2 = \frac{s/2}{(1 + s)^2} . \quad (2.78) \]

Fig. 2.2(a) shows the Rabi oscillations damped by spontaneous emission. For long times the population of the excited state \( \rho_{22} \) converges to the asymptote (2.77). Fig. 2.2(b) shows the temporal evolution of the Bloch vector subject to spontaneous emission.
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Figure 2.2: (code for download) (a) Rabi oscillations damped by spontaneous emission for Rabi frequencies between $\Omega/\Gamma = 0.2, ..., 5$. (b) Evolution of the Bloch vector subject to spontaneous emission ($\Gamma_{12} = 0.05\Omega_{12}$) after a resonant $\pi$-pulse (blue) and after a $\pi$-pulse with detuning $\Delta_{12} = \Omega_{12}/2$.

### 2.3.2 Line broadening mechanisms

While it is technically challenging to observe the dynamics of single atoms, it is relatively easy to monitor the dynamics of ensembles of atoms, provided they react synchronously to incident radiation. The concentration of a sufficient number of atoms in a small volume can, however, introduce additional (desirable or undesirable) effects. Collisions, for instance, induce (irreversible) decoherence. On the other hand, if the ensemble is sufficiently dense that the mean distance between atoms is less than a resonant wavelength, then the transition dipoles of the individual atoms will couple to produce a collective dipole moment and generate effects known as superradiance.

Thermal motion of the atoms is another undesired effect, because every atom will interact with the radiation on a different Doppler-shifted frequency. This leads to diffusion of the individual atomic Bloch vectors in the $x$-$y$-plane, which in turn limits the resolution of interferometric applications. We will discuss in Exc. 2.5.0.14 the photon echo method, which allows to circumvent this specific problem.

These perturbative effects limiting the resolution of atomic spectroscopy manifest themselves as broadening and/or shifts of atomic resonances. Free atoms, as well as atoms confined in potentials, have kinetic energy and evolve on extended phase space trajectories. If the spatial localization is less than the effective cross section of the exciting laser beam, then the interaction time is limited and the resonance lines are broadened by the Fourier effect in a process called transit time broadening, and the efficiency of fluorescence collection is reduced. The same happens with the Doppler effect: Only those atoms that have a specific velocity along the optical axis defined by the laser beam can interact. Free as well as confined atoms can only scatter when they are in specific cells of the phase space.

There are two different fundamental types of broadening. The so-called homogeneous broadening affects all atoms in the same way regardless of their positions or velocities. It usually give rise to Lorentzian line profiles and can be included in the Bloch equations. It correspond to an acceleration of the relaxation. Examples are the natural linewidth, saturation broadening, and collision broadening.

The so-called inhomogeneous broadening is due to a displacement of atomic levels, which may be different for each atom. Averaging over a large sample of atoms,
the displacements generate an effective broadening usually with a Gaussian line profile. It can not be included in the Bloch equations, but only as an average over all trajectories of all atoms. It does not correspond to an accelerated relaxation. Inhomogeneous broadening is often due to external perturbations, e.g., Doppler broadening and broadening due to temporal fluctuations or spatial inhomogeneities of external electric or magnetic fields. In Exc. 2.5.0.27 we calculate the optical density of atomic clouds. In Exc. 2.5.0.28 we present a spectroscopic technique bypassing the Doppler broadening called Doppler-free spectroscopy and calculate the Lamb-dip profile. Finally, in Exc. 2.5.0.29, we discuss a cooling technique allowing for the reduction of Doppler broadening, called Zeeman slower.

2.3.2.1 Saturation broadening

Eq. (2.75) shows that when the power of the incident light increases, the population of the excited state saturates at a limit value of $\rho_{22} = \frac{1}{2}$. The saturation parameter defined in (2.76) measures the degree of saturation. When the narrowband light source is tuned to resonance, the saturation parameter is basically a measure for the ratio between the stimulated population transfer rate $\Omega$ and the spontaneous decay rate $\Gamma$. We can rewrite the stationary population of the excited level as in (2.77). In resonance and with the saturation parameter $s = 1$, we obtain

$$\Omega = \frac{1}{\sqrt{2}} \Gamma.$$  

(2.79)

We can use equation (2.79) to define the saturation intensity $I_{sat}$ for an atom with the transition dipole $d_{12}$. The intensity is related to the electric field amplitude via,

$$I = \frac{1}{2} \varepsilon_0 c E_0^2.$$  

(2.80)

Therefore, using the definition of the Rabi frequency, $\hbar \Omega = d_{12} E_0$, and the relationship between $d_{12}$ and $\Gamma$ given by Eq. (2.34), we have,

$$I_{sat} = \frac{g_1}{g_2} \frac{2\pi^2 c \hbar}{3 \lambda_0^3} \Gamma,$$

(2.81)

taking into account the degeneracies $g_j$ of the levels. In Exc. 2.5.0.30 we calculate the saturation intensity of popular atomic transitions.

2.3.2.2 Collision broadening

The theory of atomic collisions covers a large area of research, including elastic and inelastic, reactive and ionizing processes. In low-pressure gases at room temperature or hotter we need only consider the simpler processes: long-range van der Waals interactions that result in elastic collisions. The 'low pressure' criterion requires that the average free path between collisions be greater than any linear dimension of the gas volume. Under these conditions, collisions can be modeled with straight trajectories, along which the interaction time is short and the time between collisions is long in comparison with the radiative lifetime of the excited atomic state. Then, the impact of a collision on the emission of a radiating atom causes a loss of coherence due to a phase interruption of the excited state atomic wavefunction. The term 'elastic' means
that the collision does not disturb the populations of the internal states, so we only need to consider the off-diagonal elements of the density matrix,

\[
\frac{d\rho_{12}}{dt} = \frac{i}{2} \frac{\Omega_0}{\gamma'} e^{i(\omega - \omega_0)t} (\rho_{11} - \rho_{22}) - \gamma' \rho_{12} ,
\]

(2.82)

where \(\gamma'\) is the sum of the spontaneous emission \(\gamma\) and the collision rate \(\gamma_{col}\),

\[
\gamma' = \gamma + \gamma_{col}.
\]

(2.83)

The inverse of the collision rate is simply the time between phase interruptions or the time between collisions. Now, for collisions between hard cores of atoms of mass \(m\) (with reduced mass \(m_{red} = m/2\)) and with radius \(\rho\) in a gas with density \(n\) consisting of a single species, a standard analysis based on the kinetic theory of dilute gases shows that the time between collisions is given by the collision rate,

\[
\gamma_{col} = \tau_{col}^{-1} = \sigma \bar{v} ,
\]

(2.84)

where \(\bar{v} = \sqrt{\frac{8k_B T}{\pi m_{red}}}\) is the average collision velocity in a homogeneous gas at the temperature \(T\) and \(\sigma = \sqrt{8\pi \rho^2}\) the collision cross section. Thereby \(\gamma_{col} = \frac{8\rho^2 n}{\sqrt{m_{red}/\pi k_B T}}\).

(2.85)

Substituting the generalized \(\gamma'\) of (2.83) for \(\gamma\) in the Bloch equations (2.74), we find the stationary solutions,

\[
\rho_{22} = \frac{\frac{1}{4} \frac{\gamma'}{\gamma} |\Omega|^2}{\Delta^2 + \frac{1}{2} \frac{\gamma'}{\gamma} |\Omega|^2 + \gamma'^2} , \quad \rho_{12} = e^{i(\omega - \omega_0)t} \frac{\frac{1}{2} \Omega (\Delta - i\gamma')}{\Delta^2 + \frac{1}{2} \frac{\gamma'}{\gamma} |\Omega|^2 + \gamma'^2} .
\]

(2.86)

The effective linewidth (radiative and collisions) is,

\[
\Gamma_{eff}' = 2\sqrt{\gamma'^2 + \frac{1}{2} \frac{\gamma'^3}{\gamma} |\Omega|^2} .
\]

(2.87)

When the excitation is sufficiently weak, so that power broadening can be neglected in comparison to collision broadening, the second term can be discarded,

\[
\Gamma_{eff}' = 2(\gamma + \gamma_{col}) .
\]

(2.88)

The equations (2.75) and (2.88) express the linewidths in the limits of dominating power and collision broadening, respectively. Note that the susceptibility, absorption coefficient, and absorption cross-section retain their Lorentzian profile, but with a larger width due to collisions. Since each atom is subject to the same broadening mechanism, the broadening is homogeneous. Solve Excs. 2.5.0.31.

---

\(^6\)See script on *Quantum mechanics* (2020), Sec. 13.4.2.
2.3.2.3 Doppler broadening

The Doppler broadening is simply the apparent frequency distribution of a sample of radiating atoms at temperature $T$. The contribution of each atom to the radiation appears detuned by the Doppler shift because of its velocity. The frequency shift for a non-relativistically moving particle is $\omega = \omega_0 / (1 - v/c)$, such that,

$$\Delta \equiv \omega - \omega_0 \simeq \omega_0 \frac{v}{c} = k \cdot v = kv_z,$$

where $k$ is the wavevector of the light and $v$ is the velocity of the atom. This distribution of Doppler shifts of a gaseous sample in thermal equilibrium follows the probability distribution of velocities,

$$P(v_z)dv_z \propto e^{-mv_z^2/2k_BT}dv_z = e^{-mc^2\Delta^2/2\omega_0^2k_BT} \frac{c}{\omega_0} d\omega.$$  

(2.90)

This frequency distribution is a Gaussian centered at $\omega = \omega_0$ and with the width,

$$\text{FWHM} = 2\omega_0 \left( \frac{2k_BT \ln 2}{mc^2} \right)^{1/2}.$$  

(2.91)

A measure of the width is also the standard deviation,

$$2\sigma = \frac{2\omega_0}{c} \sqrt{\frac{k_BT}{m}} = \frac{\text{FWHM}}{1.177}.$$  

(2.92)

From Eq. (2.90) we can see that the line profile is,

$$D(\omega - \omega_0) \equiv \frac{1}{\sqrt{2\pi}} \frac{m}{k_BT} e^{-(\omega - \omega_0)^2/2\sigma^2} d\omega.$$  

(2.93)

The profile compares with the Lorentzian profile Eq. (2.74) associated with natural, power, or collision broadening. Doppler broadening is a property of the atomic ensemble, each atom suffering a unique but different displacement than the other atoms. Hence, it is called inhomogeneous broadening.

The Heisenberg equation used to derive the Bloch equations assumes immobile atoms. However, we can easily apply the Galilei transformation to a system, where the atoms move with the given velocity $v$,

$$(\partial_t + v \cdot \nabla)\rho(r,t) = -\frac{i}{\hbar} [\hat{H},\rho(r,t)].$$  

(2.94)

Since the light fields propagate as $e^{i(\omega t - k \cdot r)}$, the solution of the above equation simply follows from the immobile solution with the substitution $\Delta \rightarrow \Delta - k \cdot v$.

For a cloud obeying Maxwell’s velocity distribution, $P(v) \sim e^{-mv^2k_BT}$,

$$\bar{\rho}(\Delta) = \frac{1}{\sqrt{2\pi\delta_\Delta}} \int_{\mathbb{R}} e^{-(\Delta - k \cdot v)^2/2\delta^2} \rho(\Delta - k \cdot v) d(k \cdot v).$$  

(2.95)

The average of the density operator over all velocities, $\bar{\rho}$, therefore follows as the convolution of the density operator $\rho$ (obtained as the solution of the Bloch equation) and the Gaussian function $G(\Delta) = (2\pi\delta^2)^{-1/2} e^{-\Delta^2/2\delta^2}$,

$$\bar{\rho}(\Delta) = (G \ast \rho)(\Delta).$$  

(2.96)
It is clear that in many practical circumstances homogeneous and inhomogeneous processes simultaneously contribute to the broadening of lines. In these cases, we can consider that the radiation of each atom, homogeneously broadened by phase-interruption processes (such as spontaneous emission or collisions), is displaced by the Doppler effect within the Maxwell-Boltzmann distribution corresponding to the temperature $T$. The profile of the gaseous sample, therefore, is a convolution of homogeneous and inhomogeneous profiles. The resulting profile is called Voigt profile:

$$V(\omega - \omega_0) = \int_{-\infty}^{\infty} C(\omega - \omega_0 - \omega') D(\omega - \omega_0) d\omega'$$

This integral has no analytical solution, but it is easy to solve numerically. Resolve Excs. 2.5.0.32 and 2.5.0.33.

### 2.4 Multi-level systems

The two-level system represents an idealization of the real atom, since at least one of the levels is usually degenerate. Many important phenomena in quantum optics are not found in this system, but depend on the existence of a third level, for example, optical pumping (essential for laser operation), quantum jumps or dark resonances [which are at the basis of the phenomenon of electromagnetically induced transparency (EIT)].

#### 2.4.1 Liouville equation

The Liouville equation (2.40) describing the time evolution of the density operator for a two-level system has been derived from the Schrödinger equation and thus only accounts for the coherent evolution of the system. The dissipative evolution due to spontaneous emission obtained from the Weisskopf-Wigner theory in Sec. 2.1.2 has been introduced into the Bloch equation more or less empirically via the prescription (2.72). Now, it is possible to show (see Exc. 2.5.0.23), that the two-level Bloch equations can be cast into the form

$$\dot{\rho}(t) = (L_0 + L_{sp}) \rho(t) \quad \text{with}$$

$$L_0 \rho(t) \equiv \frac{i}{\hbar} [\rho(t), \hat{H}] \quad \text{and} \quad L_{sp} = \frac{\Gamma}{2} (2\hat{\sigma} \rho \hat{\sigma}^+ - \hat{\sigma}^+ \hat{\sigma} \rho - \hat{\sigma} \hat{\sigma}^+ \rho)$$

(2.98)

where $\hat{\sigma}^\pm$ are the Pauli matrices. This equation is called master equation, and the dissipative part of the Liouvillian is called Lindbladt operator. The Lindbladt operator can also be derived in a rigorous way directly from a Weisskopf-Wigner calculation.

The derivation can now be extended to multilevel systems excited by several lasers and coupled to the electromagnetic vacuum. The master equation (2.98) stays the
same, but with a generalized Hamiltonian and Lindblad operator,

$$\hat{H}_{ele} = \sum_i \hbar \omega_i \hat{\sigma}_{ji} \hat{\sigma}_{ij}$$  \hspace{1cm} (2.99)$$

$$\hat{H}_{int} = \frac{\hbar}{2} \Omega_{ij} (e^{-i\omega_{ij}t} \hat{\sigma}_{ij} + e^{i\omega_{ij}t} \hat{\sigma}_{ji})$$

$$\mathcal{L}_{sp} \hat{\rho} = \sum_{i,j} \Gamma_{ij} \left( [\hat{\sigma}_{ij}, \hat{\rho} \hat{\sigma}_{ij}^+], 2\beta_{ij} [\hat{\sigma}_{ij} \hat{\sigma}_{ij}^+, \hat{\rho}], [\hat{\sigma}_{ij} \hat{\sigma}_{ij}^+ \hat{\rho}], [\hat{\sigma}_{ij} \hat{\sigma}_{ij}^+ \hat{\rho}] \right).$$

The levels have the energy $\hbar \omega_i$ above the ground level.

Let us first have a look at the coherent part of the master equation. The Hamiltonian in the semiclassical approximation (that is, the atom is quantized and consists of several levels $|i\rangle$ with energies $\hbar \omega_i$, while the light fields are described by factors $e^{i\omega_{ij}t}$, with frequencies $\omega_{ij}$ tuned near the transitions $|i\rangle - |j\rangle$) includes the following contributions

$$\hat{H} = \hat{H}_{ele} + \hat{H}_{int} = \sum_i \langle i | \hbar \omega_i | i \rangle + \sum_{i<j \text{ with } E_i < E_j} |i\rangle \frac{\hbar}{2} \Omega_{ij} \langle j | e^{i\omega_{ij}t} + c.c. \right).$$  \hspace{1cm} (2.100)$$

The Rabi frequency $\Omega_{ij}$ is a measure for the force at which the levels $|i\rangle$ and $|j\rangle$ are coupled by the resonantly irradiated light field. The master equation can be simplified by applying the rotating wave approximation and transforming to the coordinate system which rotates with the light frequencies $\omega_{ij}$:

$$\rho_{ij} \rightarrow \hat{\rho}_{ij} e^{i\omega_{ij}t}, \quad \hat{H}_{atom-field} \rightarrow e^{-i\hat{H}t/\hbar} \hat{H}_{atom-field} e^{i\hat{H}t/\hbar}. \hspace{1cm} (2.101)$$

Finally, the master equation can be reformulated by introducing a generalized Bloch vector, $\vec{\rho}$, and the matrix representation of the Liouville superoperator $\mathcal{L}$ as a linear system of $n^2$ coupled differential equations,

$$\frac{d}{dt} \vec{\rho} = \mathcal{L}\vec{\rho}, \quad \vec{\rho} = (\rho_{11} \ldots \rho_{nn} \rho_{12} \ldots \rho_{n-1 \ 1} \ldots \rho_{nn \ n}) \hspace{1cm} (2.102)$$

Alternatively to the complex formulation, the differential equations can be written for the real and imaginary part of the Bloch vector. The components $\rho_{ii}$ correspond to the population probabilities of the levels $|i\rangle$, the non-diagonal elements $\rho_{ij}$ describe the coherences between $|i\rangle$ and $|j\rangle$. Now, we must insert the Hamiltonian (2.100) and the density operator $\rho_{ij}$ into the Liouville equation (2.40) in order to derive the generalized Bloch equations. In practice, these calculations are simple but heavy.\footnote{See script on \textit{Quantum mechanics} (2020), Sec. 13.5.4.}

\subsection*{2.4.2 Bloch equations for three levels}

In principle, three-level system can exist in three possible configurations, shown in Fig. 2.3. Note that it is not possible to describe a three-level system with all levels pairwise coupled by three lasers within the formalism of Bloch’s equations.\footnote{For the same reason that the three-body problem has no general analytic solution.}
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![Figure 2.3](image.png)

**Figure 2.3:** Three level system (a) in Λ-configuration, (b) in V-configuration, and (c) in cascade configuration.

Defining the Bloch vector by Eq. (2.102), the Bloch equation matrix for three levels in Raman configuration (that is, in Λ-configuration) using the labeling of Fig. 2.3(a), is,

$$\dot{\rho} = L\rho = \begin{pmatrix} 0 & \Gamma_{12} & \Gamma_{13} & i \Omega_{12} & -i \Omega_{12} & 0 & 0 & 0 & 0 \\ 0 & -\gamma_{12} - \gamma_{23} & 0 & -\frac{i}{2} \Omega_{12} & \frac{i}{2} \Omega_{12} & 0 & 0 & \frac{i}{2} \Omega_{23} & -\frac{i}{2} \Omega_{23} \\ 0 & \Gamma_{23} & -\Gamma_{13} & 0 & 0 & 0 & -\frac{i}{2} \Omega_{23} & \frac{i}{2} \Omega_{23} & 0 \\ \frac{i}{2} \Omega_{12} & -\frac{i}{2} \Omega_{12} & 0 & -\Lambda_{12} & 0 & \frac{i}{2} \Omega_{23} & 0 & 0 & 0 \\ \frac{i}{2} \Omega_{12} & \frac{i}{2} \Omega_{12} & 0 & 0 & -\Lambda_{12} & 0 & -\frac{i}{2} \Omega_{23} & 0 & 0 \\ 0 & 0 & 0 & \frac{i}{2} \Omega_{23} & 0 & -\Lambda_{13} & 0 & -\frac{i}{2} \Omega_{12} & 0 \\ 0 & 0 & 0 & 0 & -\frac{i}{2} \Omega_{23} & 0 & -\Lambda_{13} & 0 & \frac{i}{2} \Omega_{12} \\ 0 & \frac{i}{2} \Omega_{23} & -\frac{i}{2} \Omega_{23} & 0 & 0 & -\frac{i}{2} \Omega_{12} & 0 & -\Lambda_{23} & 0 \\ 0 & \frac{i}{2} \Omega_{23} & \frac{i}{2} \Omega_{23} & 0 & 0 & 0 & \frac{i}{2} \Omega_{12} & \frac{i}{2} \Omega_{12} & -\Lambda_{23} \end{pmatrix} \begin{pmatrix} \rho_{11} \\ \rho_{22} \\ \rho_{23} \\ \rho_{31} \\ \rho_{32} \end{pmatrix}$$

(2.103)

with $\Lambda_{mn} = i\Delta_{mn} + \gamma_{mn}$ and,

$$\Delta_{13} = \Delta_{12} - \Delta_{23}$$

$$\gamma_{12} = \frac{1}{2}(\Gamma_{12} + \Gamma_{23})$$  \hspace{1cm} $$\gamma_{23} = \frac{1}{2}(\Gamma_{12} + \Gamma_{23} + \Gamma_{13})$$  \hspace{1cm} $$\gamma_{13} = \frac{1}{2}\Gamma_{13}$$

(2.104)

In Exc. 2.5.0.34 we will derive the matrix (2.103).

The coherent terms of the same matrix can be used for the V- and the cascade configurations shown in Figs. 2.3(b,c). Obviously, the incoherent terms, that is, the submatrix $3 \times 3$ separated in the matrix (2.103) containing the population decay rates must be adjusted, as well as the decay rates of the coherences on the diagonal. Finally, the definition of the Raman detuning $\Delta_{13}$ must be adjusted. For the system in V-configuration we have,

$$\mathcal{L}_{incoh} = \begin{pmatrix} -\Gamma_{12} - \Gamma_{13} & 0 & 0 \\ \Gamma_{12} & 0 & \Gamma_{23} \\ \Gamma_{13} & 0 & -\Gamma_{23} \end{pmatrix}$$

$$\Delta_{13} = \Delta_{12} - \Delta_{23}$$

$$\gamma_{12} = \frac{1}{2}(\Gamma_{12} + \Gamma_{13})$$  \hspace{1cm} $$\gamma_{23} = \frac{1}{2}\Gamma_{13}$$  \hspace{1cm} $$\gamma_{13} = \frac{1}{2}(\Gamma_{12} + \Gamma_{13} + \Gamma_{23})$$

(2.105)
For the cascade system we have,
\[
L_{\text{incoh}} = \begin{pmatrix}
0 & \Gamma_{12} & \Gamma_{13} \\
0 & -\Gamma_{12} & \Gamma_{23} \\
0 & 0 & -\Gamma_{13} - \Gamma_{23}
\end{pmatrix}, \quad \Delta_{13} = \Delta_{12} - \Delta_{23}
\]
(2.106)
\[
\gamma_{12} = \frac{1}{2} \Gamma_{12}, \quad \gamma_{23} = \frac{1}{2} (\Gamma_{12} + \Gamma_{23} + \Gamma_{13}), \quad \gamma_{13} = \frac{1}{2} (\Gamma_{13} + \Gamma_{23}).
\]
(2.107)

These matrices serve to calculate, among others, the phenomena of Autler-Townes splitting treated in Exc. 2.5.0.25, of the light-shift treated in Exc. 2.5.0.26, the dark resonances treated in Exc. 2.5.0.35, the STIRAP method treated in Exc. 2.5.0.36, adiabatic sweeps treated in Exc. 2.5.0.37, the dispersive interaction between atoms and light treated in Exc. 2.5.0.38, Fano resonance-type line profiles of dark resonances treated in Exc. 2.5.0.39, and the quantum jumps, which will be studied in later chapters.

2.4.3 Numerical treatment of Bloch equations

Since the differential Bloch equations are linear, they can be easily solved. For example, the prescription
\[
\vec{\rho}(t) = e^{L_{\text{incoh}} t} \vec{\rho}(0)
\]
(2.107) propagates the Bloch vector to later times.

The matrix $L$ is not invertible, but by applying the condition $\text{Tr} \rho = 1$, a component of the density matrix can be eliminated, for example by letting,
\[
\rho_{11} = 1 - \sum_k \rho_{kk}.
\]
(2.108)

The resulting state vector, $\vec{\rho}_{\text{red}}$, has the length $n^2 - 1$, and from $L$ we obtain the (trace-)reduced, now invertible matrix $L_{\text{red}}$ and the inhomogeneity vector $b$. The differential equation is now,
\[
\frac{d}{dt} \vec{\rho}_{\text{red}} = L_{\text{red}} \vec{\rho}_{\text{red}} + b,
\]
(2.109) with the stationary and time-dependent solutions,
\[
\vec{\rho}_{\text{red}}(\infty) = -L_{\text{red}}^{-1} b, \quad \vec{\rho}_{\text{red}}(t) = e^{L_{\text{red}} t} \vec{\rho}_{\text{red}}(0) + (1 - e^{L_{\text{red}} t}) \vec{\rho}_{\text{red}}(\infty).
\]
(2.110)

Once the matrix $L$ or the matrix $L_{\text{red}}$ and the inhomogeneity vector $b$ are determined for a system, the state of the atom can be calculated at any time, as well as the populations and coherences. The system’s free parameters are the natural transition linewidths and the detunings, as well as the intensities and emission bandwidths of the incident light fields.

2.4.3.1 Numerical simulation of the Bloch equations

When the Hamiltonian or Liouvillian depend on time, for example, when the Rabi frequencies are pulsed or the detunings are ramped, we must solve the Bloch equations
iteratively. We have seen in (1.39) how to numerically solve a Schrödinger equation, when the Hamiltonian is time-independent \(H(t)\). The same can be done with the Bloch equations written in the form (2.107) or (2.110) with a time-independent Liouvillian \(L(t)\). That is, we chose time intervals \(dt\) sufficiently short, so that the Liouvillian can be considered constant during this interval, and we propagate the Bloch vector to later times via:

\[
|\psi(t + dt)\rangle = e^{iH(t)dt}|\psi(t)\rangle \quad \text{or} \quad \vec{\rho}(t + dt) = e^{L(t)dt}\vec{\rho}(t),
\]

and insert the solution obtained again into equations (2.111) with the Liouvillian \(L(t + dt)\) adjusted to the new time.

**Example 4 (Electromagnetically induced transparency):** In some special cases, the three-level Bloch equations can be solved analytically. The system in \(\Lambda\)-configuration schematized in Fig. 2.3(a), where the two lasers satisfy the condition \(\Delta_{12} = \Delta_{23}\) can exhibit a dark resonance leading to the phenomena of electromagnetically induced transparency (EIT) and electromagnetically induced absorption. In these resonances a dramatic change of the refractive index is observed despite the fact that the atom becomes transparent, \(\text{Re } \chi \gg 0\) and \(|\text{Im } \chi| \ll \text{Re } \chi\):

\[
\text{Re } n = \sqrt{1 + \text{Re } \chi} \gg 0,
\]

resulting in a high group velocity,

\[
v_g = \frac{c}{n + \omega \frac{d\chi}{d\omega}}.
\]

EIT is usually studied in \(\Lambda\)-type systems, but similar phenomena can be found in cascade-type systems [102, 101], which will be studied here. Disregarding the decay rate \(\Gamma_{13}\), the Bloch equations (2.103) and (2.106) give the coherences,

\[
\dot{\rho}_{12} = -\lambda_{12}\rho_{12} + \frac{i\Omega_{12}}{2} (\rho_{11} - \rho_{22}) - \frac{i\Omega_{23}}{2} \rho_{13},
\]

\[
\dot{\rho}_{13} = -\lambda_{13}\rho_{13} - \frac{i\Omega_{12}}{2} \rho_{23} - \frac{i\Omega_{23}}{2} \rho_{12},
\]

\[
\dot{\rho}_{23} = -\lambda_{23}\rho_{23} + \frac{i\Omega_{23}}{2} (\rho_{22} - \rho_{33}) - \frac{i\Omega_{12}}{2} \rho_{13}.
\]

Assuming stationarity and negligible depletion of the ground state, \(\rho_{11} = 1\),

\[
0 = -\lambda_{12}\rho_{12} + \frac{i\Omega_{12}}{2} - \frac{i\Omega_{23}}{2} \rho_{13},
\]

\[
0 = -\lambda_{13}^* \rho_{13} - \frac{i\Omega_{12}}{2} \rho_{23} - \frac{i\Omega_{23}}{2} \rho_{12},
\]

\[
0 = -\lambda_{23} \rho_{23} - \frac{i\Omega_{12}}{2} \rho_{13}.
\]

Substituting the third into the first equation,

\[
0 = -\lambda_{12}\rho_{12} + \frac{i\Omega_{12}}{2} - \frac{i\Omega_{23}}{2} \rho_{13},
\]

\[
0 = -\lambda_{13}^* \rho_{13} - \frac{i\Omega_{12}}{2} \rho_{23} - \frac{i\Omega_{23}}{2} \rho_{12}.
\]

and finally,

\[
\rho_{12} = \frac{i\Omega_{12}}{2} \left( \frac{4\lambda_{13}\lambda_{23} + \Omega_{12}^2}{\lambda_{12} (4\lambda_{13}\lambda_{23} + \Omega_{12}^2) + \Omega_{23}^2 \lambda_{23}} \right).
\]

The macroscopic polarization is now \(P = \frac{N}{V} d_{12}\rho_{21}\), with the number of atoms \(N\). In the limit of weak probes, the dressed susceptibility follows from \(P = \varepsilon_0 E_{12} = \frac{N}{V} d_{12}\rho_{21}\),

\[
\chi = \frac{N d_{12}}{V \varepsilon_0 E_{12}} \rho_{21} = \frac{N|d_{12}|^2}{V \varepsilon_0 \hbar \Omega_{12}} \rho_{21}.
\]
For a resonant probe laser, $\Delta_{23} = 0$ and with $\Gamma_{13} \simeq 0$, we have $\Lambda_{13} = \frac{i}{2} \Gamma_{23} + i \Delta_{12}$ and $\Lambda_{23} = \frac{1}{2} (\Gamma_{23} + \Gamma_{12})$. The susceptibility in the probe transition is now, using $\Theta \equiv \Gamma_{23} + \Omega_{212}$,

$$\chi = \frac{N|d_{12}|^2}{V\varepsilon_0 \Omega_{12}} \left( \frac{\gamma_{23}^2 - 2i \Delta_{12}}{\gamma_{23}^2 + \Theta - 2i \Delta_{12} + \Omega_{23}} \right) = \chi' + i \chi'' \, .$$

We consider, for example, the intercombination line of atomic strontium $^1S_0 - ^3P_1$ ($\lambda_{12} = 689$ nm and $\Gamma_{12} = (2\pi) 7.6$ kHz) be the ‘dressing’ transition $^3P_1 - (5s4d)^3D_1$ ($\lambda_{23} = 2700$ nm and $\Gamma_{23} = (2\pi) 90.3$ kHz), be the ‘dressing’ transition $^3P_1 - (5s5d)^3D_1$ ($\lambda_{23} = 497$ nm and $\Gamma_{23} = (2\pi) 2.3$ MHz), both characterized by $\Gamma_{23} \gg \Omega_{12}, \Gamma_{12}, |\Delta_{12}|$, such that $\Theta \simeq \Gamma_{23}$. Hence,

$$\chi' + i \chi'' = \frac{N|d_{12}|^2}{V\varepsilon_0 h} \frac{2 \Delta_{12} + i \Gamma_{23}}{\Omega_{23}} \, .$$

The refraction index follows with,

$$n = \sqrt{1 + \chi} \simeq 1 + \frac{1}{2} \chi \, .$$

Its imaginary part originates from the decay term of the atom: it is here responsible for the absorbing nature of the cloud. EIT is characterized by a pronounced dispersion and a small concomitant absorption.

### 2.5 Exercises

#### 2.5.0.1 Ex: Trace of an operator

The trace of an operator $\hat{A}$ is defined by $\text{Tr} \hat{A} = \sum_n \langle n | \hat{A} | n \rangle$.

a. Show that the trace is independent of the chosen basis!

b. Show that $\text{Tr} \hat{A} \hat{B} = \text{Tr} \hat{B} \hat{A}$!

#### 2.5.0.2 Ex: Pure states and mixtures

Consider a system of two levels coupled by a light mode. The Hamiltonian can be written ($\hbar \equiv 1$),

$$\hat{H} = \begin{pmatrix} 0 & \Omega \\ \Omega & \omega_0 \end{pmatrix} \, .$$

Calculate $\hat{\rho}$, $\hat{\rho}^2$ and $\langle \hat{H} \rangle$ for the following two cases:

a. The atom is in a superposition state, $|\psi\rangle = \alpha |1\rangle + \beta |2\rangle$ e

b. The atom is a statistical mixture of eigenstates, $\hat{\rho} = \mu |1\rangle \langle 1| + \nu |2\rangle \langle 2|$.

#### 2.5.0.3 Ex: Mixture of states

A two-level atom is initially in a superposition of two states $|\psi\rangle = \frac{1}{\sqrt{2}} |1\rangle + \frac{1}{\sqrt{2}} |2\rangle$. An apparatus measures the populations of the states, but the experimenter forgot to
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Figure 2.4: (code for download) EIT signal for the cascade system of strontium with the transitions at 689 nm and 497 nm with $\Omega_{12} = \Gamma_{12}$, $\Omega_{23} = \Gamma_{23}$ and $\Delta_{23} = 0$. The red lines are calculated by numerical integration of the Bloch equations. The dotted lines are obtained from analytical formulas based on the assumptions of weak ground state depletion (which is not really correct in the chosen parameter regime).

read the indicated result.
a. Describes the state the atom by the density operator.
b. Now the experimenter returns to the device. Calculate with which probability he reads the state $|1\rangle$.

2.5.0.4 Ex: Thermal population of a harmonic oscillator

In thermal equilibrium the energy states of a system are populated following Boltzmann’s law,

$$ P_n = \frac{e^{-n\beta \omega}}{\sum_m e^{-m\beta \omega}} \quad \text{with} \quad \beta \equiv \frac{1}{k_B T}. $$

Consider a one-dimensional harmonic oscillator characterized by the secular frequency $\omega$ and, using the density operator, calculate the mean quantum number of the population and the mean energy.

2.5.0.5 Ex: Thermal mixture

We consider a thermal non-interacting atomic gas in one dimension. Instead of describing the state of the atomic ensemble, we can consider a single atom with a distributed probability of having a given velocity $v$. The density operator of the
continuous degree of freedom can be written,

\[ \hat{\rho} = \int dv \sqrt{\frac{m}{2\pi k_B T}} e^{-mv^2/2k_B T} |v\rangle\langle v| , \]

and the trace of an arbitrary observable \( \hat{A} \),

\[ \langle \hat{A} \rangle = \text{Tr} \hat{\rho} A = \int du \langle u|\hat{\rho} \hat{A}|u\rangle . \]

Now imagine a device capable of measuring the speed of a single atom randomly chosen within the cloud.

a. Express the probability of measuring a specific velocity \( v' \) for this atom using the density operator.

b. Express the expectation value of the average velocity by the density operator.

2.5.0.6 Ex: Converting a pure state into a mixture by incomplete measurement

Consider a dressed two-level atom with the atomic states \( |g\rangle \) and \( |e\rangle \) and the photon number state \( |n\rangle \).

a. Write down the general normalized dressed state and the density operator.

b. Now, perform a measurement of the atomic state tracing over the atomic degree of freedom and verify whether the resulting density operator represents a pure state.

c. Now, perform a measurement of the photon number and verify whether the resulting density operator represents a pure state.

2.5.0.7 Ex: Derivation of Bloch equations

Derive the Bloch equations explicitly based on the temporal evolutions of the coefficients \( a_{1,2} \) (1.18) knowing that \( \rho_{ij} = a_i^* a_j \).

2.5.0.8 Ex: General solution of Bloch equations

Derive the solution (2.54) of the Bloch equations (2.51).

2.5.0.9 Ex: Expansion in Pauli matrices

Show explicitly \( \text{Tr} \hat{\rho} \hat{\sigma}^- \hat{\sigma}^+ = \rho_{11} \).

2.5.0.10 Ex: Bloch vector and Bloch equations

Show that Eq. (2.65) is equivalent to the Bloch equations (2.51).

2.5.0.11 Ex: Normalization of the Bloch vector

Verify \( \| \hat{\rho} \| = 1 \).
2.5.0.12  **Ex: Sequence of Ramsey pulses**  
Many atomic clocks work according to the Ramsey spectroscopy method: The two-level atom is resonantly excited by a microwave $\pi/2$-pulse. Then, the phase of atomic coherence precesses freely over a period of time $T$ accumulating an angle $\phi$. Finally, a second $\pi/2$-pulse is applied and the population of the upper-level is measured. Calculate this population as a function of the angle $\phi$. Neglect spontaneous emission.

2.5.0.13  **Ex: Analytical treatment of the Ramsey experiment**  
Derive the analytic formula for the final population $\rho_{22}$ for the Rabi and Ramsey experiments. Derive and compare the line widths of the 'interference fringes' in these two experiments.

2.5.0.14  **Ex: Photon echo**  
'Photon echo' is a powerful spectroscopic technique that allows circumvention of certain dephasing processes, for example, the Doppler shift due to the atomic motion in a thermal sample of atoms. The technique resembles the Ramsey method with the difference, that between the two Ramsey $\pi/2$-pulses, that is, during the free precession time, we apply an additional $\pi$-pulse, which inverts the imaginary part of the coherence. We will study this method by numerical simulation of the Schrödinger equation and the Bloch equations for a two-level system with and without spontaneous emission:

a. Write down the Hamiltonian of the system and do a numerical simulation of the Schrödinger equation (concatenating the pulses as explained in Eq. (2.111)) for the following temporal pulse sequence:
   (i) resonant $\pi/2$-pulse ($\Delta_{12} = 0$) choosing $\Omega_{12} = 2$,
   (ii) evolution for a time $T$ without radiation ($\Omega_{12} = 0$),
   (ii) resonant $\pi/2$-pulse using the same parameters as in (i),
   (iv) evolution for a time $T$ without radiation, and
   (v) resonant $\pi/2$-pulse identical to the first pulse.
Prepare a graph of type 2.1 illustrating the temporal evolution of the Bloch vector during the sequence. Now, repeat the sequence taking into account a possible Doppler shift leading to $\Delta_{12} \neq 0$.

b. Repeat the calculation of (a), now numerically solving the Bloch equations, which allow the occurrence of spontaneous emission ($\Gamma_{12} = 0.03 \Omega_{12}$). Interpret the results.

2.5.0.15  **Ex: Atomic clocks by the Ramsey method with spontaneous emission**  
In this exercise we study the Ramsey method used in atomic clocks. For this, we will consider a two-level system $|1\rangle$ and $|2\rangle$ excited by a microwave radiation field characterized by the Rabi frequency $\Omega_{12}$, and we will compare two cases: without and with spontaneous emission:

a. Write down the Hamiltonian of the system, propose a sequence of pulses allowing the observation of the Ramsey fringes, do a numerical simulation of the Schrödinger equation (based on the prescription (2.111)), and prepare a graph of the type 2.1 illustrating the temporal evolution of the Bloch vector during the sequence.
b. Calculate numerically from the Schrödinger equation the population $\rho_{22}$ immediately after the pulse sequence as a function of the detuning $\Delta_{12}$ of the radiation field, and prepare a graph of the spectrum. Also, assuming a decay rate of $\Gamma_{12} = 0.1\Omega_{12}$, calculate the population $\rho_{22}$ as a function of detuning $\Delta_{12}$ from the Bloch equations (making sequences of type (2.111)), prepare a new graph, and compare it with the previous graph obtained by the Schrödinger equation.
c. What happens to the width of the fringes, when the free precession time $\tau$ between the Ramsey pulses is increased? Prepare a graph of the inversion $2\rho_{22} - 1$ as a function of $\Delta_{12}$ and $\tau$ and interpret the results.

2.5.0.16 Ex: Stationary solution of the Bloch equations

Derive the stationary solution of the Bloch equations including spontaneous emission.

2.5.0.17 Ex: Determinant of the Bloch matrix

In Sec. 2.1 we already saw that $\det \dot{\rho} = 0$ for conservative systems. Now, show explicitly for the Bloch matrix of a two-level system, that $\det \rho = 0$ only holds in the absence of spontaneous emission.

2.5.0.18 Ex: Density operator with dissipation

Discusses the phenomenon of dissipation in the example of
a. a thermal sample of two-level systems $|i\rangle = |1\rangle, |2\rangle$ characterized by the density operator $\rho = |i\rangle\langle i| \otimes |v\rangle\langle v|$, where $|v\rangle$ is the velocity state of the atom and
b. a two-level atom coupled to a radiation field, $\rho = |i\rangle\langle i| \otimes |n\rangle\langle n|$, where $|n\rangle$ is the number of photons inside the mode.

2.5.0.19 Ex: Bloch vector

A two-level atom with decay rate $\Gamma = 2\pi \times 6$ MHz be excited by a light field detuned by $\Delta = 2\Gamma$ and whose intensity is a quarter of the saturation intensity. Write down the Bloch vector for $t \rightarrow \infty$.

2.5.0.20 Ex: Purity of two-level atoms with spontaneous emission

Calculate for a driven two-level atom in the stationary limit $\text{Tr } \dot{\rho}$ and $\text{Tr } \dot{\rho}^{2}$.

2.5.0.21 Ex: Bloch sphere

Check the temporal evolution of the norm of the Bloch vector defined by $\tilde{\rho} \equiv (2\text{Re } \hat{\sigma}_{+}, 2\text{Im } \hat{\sigma}_{-}, \hat{\sigma}_{z})$, where the $\hat{\sigma}_{k}$ are the Pauli matrices, for a resonantly excited two-level system with and without spontaneous emission.

2.5.0.22 Ex: Atomic beam

An atomic beam is illuminated perpendicular to its propagation direction by (quasi-)monochromatic, collimated laser pulses having the intensity $I = 1$ W/cm$^2$, the wavelength $\lambda = 780$ nm, and the duration 200 ns. The laser is tuned to the center of an
atomic resonance line ($\Gamma/2\pi = 6$ MHz).

a. How does the population of the upper atomic state develop?

b. How does the dynamics change, when the light is detuned by 100 MHz?

2.5.0.23 **Ex: General form of the master equation**

Show that the general form of the master equation: 
\[
\dot{\hat{\rho}} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] - \frac{\Gamma}{2} (2\hat{\sigma}\hat{\rho}\hat{\sigma}^+ - \hat{\sigma}^+\hat{\sigma}\hat{\rho} - \hat{\rho}\hat{\sigma}^+ - \hat{\sigma}) 
\]
reproduces the Bloch equations including spontaneous emission.

2.5.0.24 **Ex: Quantum Zeno effect and saturation broadening**

In this exercise we study saturation broadening effect in a three-level system $|1\rangle$, $|2\rangle$, and $|3\rangle$ in V-configuration, as shown in Fig. 2.3(b), excited by two resonant lasers with the Rabi frequencies $\Omega_{12}$ and $\Omega_{23}$.

a. From the eigenvalues $E_{1,2}$ of the effective Hamiltonian (1.40) of the system, describe the behavior of the real part (energy shift) and the imaginary part (linewidth) as a function of the Rabi frequency. Prepare diagrams $\Omega_{12}$ versus $\text{Re} E_{1,2}$ and versus $\text{Im} E_{1,2}$ and discuss the limits $\Omega_{12} > \frac{1}{2}\Gamma_{12}$ and $\Omega_{12} < \frac{1}{2}\Gamma_{12}$.

Saturation broadening can be measured experimentally in a three-level system in V-configuration. To reproduce the experiment by numerical simulations of the Bloch equations (2.103),

b. write down the Liouville matrix $\mathcal{L}$ of the system and calculate the time evolution of the Bloch vector via equation (2.107) varying the Rabi frequency $\Omega_{23}$. Choosing the parameters $\Gamma_{23} = \Gamma_{12}$, $\Gamma_{13} = 0.001\Gamma_{12}$, $\Omega_{12} = 0.2\Gamma_{12}$, and $\Delta_{12} = 0 = \Delta_{23}$, prepare a 3D curve (similar to Fig. 2.2(a)) of the population $\rho_{33}(t)$.

c. Interpret the results in terms of broadening by saturation. The broadening can also be understood in terms of the quantum Zeno effect, where the transition $|1\rangle$-$|2\rangle$ plays the role of the 'observed system' and the transition $|2\rangle$-$|3\rangle$ the role of the measuring device or 'meter' (for example, we can observe the light scattered on the 'meter transition' to infer the evolution of the 'system transition').

2.5.0.25 **Ex: Saturation broadening and Autler-Townes splitting**

In this exercise we study the Autler-Townes effect in a two-level system $|1\rangle$ and $|2\rangle$ resonantly excited ($\Delta_{12} = 0$) by a laser with the Rabi frequency $\Omega_{12}$.

a. From the eigenvalues $E_{1,2}$ of the effective Hamiltonian (1.40) of the system, describe the behavior of the real part (energy shift) and the imaginary part (linewidth) as a function of the Rabi frequency. Prepare diagrams $\Omega_{12}$ versus $\text{Re} E_{1,2}$ and versus $\text{Im} E_{1,2}$ and discuss the limits $\Omega_{12} > \frac{1}{2}\Gamma_{12}$ and $\Omega_{12} < \frac{1}{2}\Gamma_{12}$.

The Autler-Townes effect can be measured experimentally by probing the population of level $|2\rangle$ via excitation of a third (higher) level by a second laser with the Rabi frequency $\Omega_{23}$. Thus, we obtain a three-level system in cascade configuration, as shown in Fig. 2.3(c). In order to reproduce the experiment by numerical simulations of the Bloch equations (2.103),

b. write down the Liouville matrix $\mathcal{L}_{\text{red}}$ reduced by the trace condition (2.108) and

c. compute the stationary Bloch vector from equation (2.110) varying the detuning of the probe laser $\Delta_{23}$ and the Rabi frequency $\Omega_{12}$ of the system under study ($|1\rangle$ and $|2\rangle$). Choosing the parameters $\Gamma_{23} = 0.5\Gamma_{12}$, $\Gamma_{13} = 0.01\Gamma_{12}$, $\Omega_{23} = 0.1\Gamma_{12}$, prepare a
3D curve (similar to Fig. 2.2(a)) of the stationary population \( \rho_{22}(\infty) \). Interpret the results.

### 2.5.0.26 Ex: Light-shift

In this exercise we study the effect of the dynamic Stark shift (or light shift) of the energy levels of a two-level system \( |1\rangle \) and \( |2\rangle \) excited by a laser with the Rabi frequency \( \Omega_{12} \) and the detuning \( \Delta_{12} \):

a. From the eigenvalues \( E_{1,2} \) of the effective Hamiltonian \( (1.40) \) system, find approximations for weak coupling (\( \Omega_{12} \ll \Gamma_{12} \)) and strong coupling (\( \Omega_{12} \gg \Gamma_{12} \)). Prepare a graph showing the eigenvalue spectrum (separating the parts \( \text{Re} \ E_{1,2} \) and \( \text{Im} \ E_{1,2} \)) as a function of detuning \( \Delta_{12} \) for various values of \( \Omega_{12} \). Also search for approximations valid for large detunings \( \Delta_{12} \gg \Gamma_{12}, \Omega_{12} \) and add them to the graph.

The light shift can be experimentally measured in a three-level system in \( \Lambda \)-configuration, as illustrated in Fig. 2.3(a). To reproduce the experiment by numerical simulations of the Bloch equations \( (2.103) \),

b. write the Liouville matrix \( L_{\text{red}} \) reduced by the condition to the trace \( (2.108) \) and calculate the stationary Bloch vector from equation \( (2.110) \) varying the detunings of the two lasers \( \Delta_{12} \) and \( \Delta_{23} \). Choosing the parameters \( \Gamma_{23} = \Gamma_{12}, \Gamma_{13} = 0.01\Gamma_{12}, \Omega_{12} = 2\Gamma_{12}, \) and \( \Omega_{23} = 0.2\Gamma_{12} \), prepare a 3D curve (similar to Fig. 2.2(a)) of the stationary population \( \rho_{22}(\infty) \). Interpret the results.

### 2.5.0.27 Ex: Optical density of a cold cloud

The cross section of an atom with the resonant frequency \( \omega_0 \) moving with velocity \( v \) and irradiated by a laser beam of frequency \( \omega \) is,

\[
\sigma(v) = \frac{6\pi}{k^2} \frac{\Gamma^2}{4(\omega - \omega_0 - kv)^2 + \Gamma^2}.
\]

The normalized one-dimensional Maxwell distribution,

\[
\rho(v)dv = \sqrt{\frac{m}{2\pi k_B T e^{-mv^2/2k_B T}}} dv.
\]

a. Calculate the absorption profile of the resonance line at 461 nm (\( \Gamma_{461} = (2\pi) \times 30.5 \text{ MHz} \)) of a strontium gas cooled to the Doppler limit (\( k_B T_D = h \Gamma \)) of this transition.

b. Calculate the absorption profile of the resonance line at 689 nm (\( \Gamma_{689} = (2\pi) \times 7.6 \text{ kHz} \)) of a strontium gas cooled to the Doppler limit of the transition at 461 nm.

c. Compare the optical densities in case of resonance.

**Help:** To evaluate the convolution integral approximate the narrower distribution by a \( \delta \)-function maintaining the integral over the distribution normalized.

### 2.5.0.28 Ex: Saturated absorption spectroscopy

Saturated absorption spectroscopy is a technique to avoid Doppler enlargement. The diagram, shown in Fig. 2.5, consists of a cell filled with a rubidium gas (resonance frequency \( \omega_0 = ck = 2\pi c/780 \text{ nm} \), decay rate \( \Gamma = (2\pi) \times 6 \text{ MHz} \)) and two laser beams
with the same frequency \( \omega \) but counterpropagating, one called saturation and another called proof. The one-dimensional and normalized Maxwell velocity distribution is,

\[
\rho(v)dv = \sqrt{\frac{m}{2\pi k_B T}} e^{-mv^2/2k_B T} dv .
\]

The gas is at \( T = 300 \text{ K} \), where the partial pressure of rubidium is around \( P = 10^{-1} \text{ mbar} \). The length of the cell is \( L = 10 \text{ cm} \). The laser has an intensity below the saturation limit, such that the cross section of an atom moving at velocity \( v \) is,

\[
\sigma(v) = \frac{6\pi}{k^2} \frac{\Gamma^2}{4(\omega - \omega_0 - kv)^2 + \Gamma^2} .
\]

The saturation laser has high intensity. We suppose here, \( \Omega \equiv 10\Gamma \), where \( \Omega \) is the frequency of Rabi caused by the saturation beam. In this way it creates a population \( N_{nd} \) of atoms in the excited state. As this population lacks in the ground state, \( N_g = N - N_e \), the absorption of the proof beam is decreased by the factor,

\[
\frac{N_e}{N} = \frac{\Omega^2}{4(\omega - \omega_0 + kv)^2 + 2\Omega^2 + \Gamma^2} .
\]

Calculate for laser proof spectrum of optical density, \( OD(\omega) = Ln \int_{-\infty}^{\infty} \frac{N_g - N_e}{N} \sigma(v)\rho(v)dv, \) and the intensity of light transmitted through the cell, \( \frac{I}{I_0} = e^{-OD} \).

Figure 2.5: Scheme of saturation spectroscopy.

### 2.5.0.29 Ex: The Zeeman slower

Consider a tube through which passes a collimated beam of atoms, all having the same initial velocity \( v = v_0 \). In the opposite direction to the atomic motion travels a collimated and monochromatic light beam with frequency \( \omega = kc \). The absorption rate for photons by an atom has a Lorentzian profile, which can be written as:

\[
W(v) = \frac{W_0}{2\pi (\omega - \omega_0 + kv)^2 + (\Gamma/2)^2} ,
\]

where \( \Gamma \) is the natural width of the spectral line at \( \omega_0 \), and \( W_0 \) is a constant. The frequency of the light is tuned in order to compensate for the Doppler effect at the beginning of the tube, \( \delta = \omega - \omega_0 = -kv_0 \) (the light is tuned to the red of the resonance). As the atoms are decelerated, they cease to be resonant with the light beam and fail to absorb photons. This can be avoided by employing the so-called Zeeman-slowing technique, which compensates for the effect using the Zeeman-shift induced by magnetic fields. In this exercise, we will study what happens if this technique is not used.

a. For an atom with velocity \( v \), write an expression for the mean travel distance
\( \Delta s(v) \) before it absorbs a photon as a function of the parameters \( \Gamma, v_0, k, \) and \( W_0 \). (The mean time it takes to absorb a photon is \( W(v)^{-1} \)).

b. The velocity of the atom as a function of the number of absorbed photons is 
\[
v_n = v_0 - n \frac{h k}{m},
\]
the second term being the recoil due to the absorption of a single photon. The average total distance traveled by an atom after absorbing \( N \) photons is estimated by:
\[
S = \sum_{n=0}^{N} \Delta s(v_n) \simeq \int_{0}^{N} \Delta s(v_n)dn .
\]

Calculate the average distance required for the atoms to be slowed down to \( v = 0 \) (ignoring the Doppler limit). Write the expression as a function of \( \Gamma, v_0, k, \) and \( W_0 \).

**Help:** Do the following change of variables to simplify the evaluation of the integral: 
\( n \rightarrow v \).

c. Typically, the detuning of the light, \( |\delta| = kv_0 \), is much larger than the natural width \( \Gamma \) of the transition. What happens to \( S \) in the limit when \( kv_0 \gg \Gamma \)? Interpret this result, justifying the need for the Zeeman-slowing technique.

### 2.5.0.30 Ex: Saturation intensity

Calculate the saturation intensity for the sodium transition \( 3s^2S_{1/2}, F = 2 \leftarrow 3p^2P_{3/2}, F' = 3 \). The natural width of the transition is \( \Gamma/2\pi = 9.89 \text{ MHz} \) and the wavelength \( \lambda = 590 \text{ nm} \).

### 2.5.0.31 Ex: Pressure broadening

At what pressure the collision broadening [given by the expression (2.85)] between sodium atoms in the ground state dominates the width of the D2-transition at ambient temperature. The natural width of the D2-line is \( \Gamma/2\pi = 6 \text{ MHz} \).

### 2.5.0.32 Ex: Optical density of a hot cloud

Calculate and draw the effective Lorentz profile, Gauss profile and Voigt profile for the resonance line at 461 nm (\( \Gamma = (2\pi) 32 \text{ MHz} \)) of a strontium gas heated to the temperature 400 C and the pressure \( P = 10^{-4} \text{ mbar} \) inside a 15 cm long cell.

### 2.5.0.33 Ex: Rate equations as a limiting case of Bloch equations

We show in this exercise that, in the limit \( \Gamma \gg \Omega \), we can derive, from the Bloch equations, the Einstein rate equations. Proceed as follows:

Apply the condition \( \dot{\rho}_{12} = 0 \) to the Bloch equations for a two-level system (2.74),
determine $\rho_{12}(\infty)$, and replace this stationary value in the equations for the populations $\rho_{kk}(t)$ using, as an abbreviation, the transition rate $R \equiv \gamma_s$, where $s$ is the saturation parameter (2.76).

### 2.5.0.34 Ex: Bloch equations for three levels

An excited Λ-shaped atom consists of two ground states $|1\rangle$ and $|3\rangle$, which are coupled by two lasers with Rabi frequencies and detunings $\Omega_{12}$ and $\Delta_{12}$ respectively $\Omega_{23}$ and $\Delta_{23}$ through an excited level $|2\rangle$. Derive the Bloch equations from this system from the general master equation.

### 2.5.0.35 Ex: EIT & dark resonances

In this exercise we study so-called dark resonances, which are responsible for the phenomenon of electromagnetically induced transparency (EIT). Such resonances are observed in three-level systems $|1\rangle$-$|2\rangle$-$|3\rangle$ in Λ-configuration, as shown in Fig. 2.3(a), when the laser detunings are chosen so as to satisfy $\Delta_{12} = \Delta_{23}$.

a. From the Bloch equations (2.103) show analytically that, in a stationary situation, the population of the excited state is $\rho_{22}(\infty) = 0$ in the center of the dark resonance. Dark resonances can be observed experimentally. To reproduce the experiment by numerical simulations of the Bloch equations (2.103), write down the Liouville matrix $L_{\text{red}}$ reduced by the trace condition (2.107) and calculate the stationary Bloch vector from equation (2.108) varying the detunings of the two lasers $\Delta_{12}$ and $\Delta_{23}$. Choosing the parameters such that $\Gamma_{23} = \Gamma_{12}$, $\Gamma_{13} = 0.01\Gamma_{12}$, $\Omega_{12} = 2\Gamma_{12}$, and $\Omega_{23} = 0.2\Gamma_{12}$, prepare a 3D curve [similar to Fig. 2.2(a)] of the population $\rho_{22}(\infty)$. Interpret the results.

### 2.5.0.36 Ex: STIRAP

In experiments with cold atoms it is often necessary to transfer populations between ground states, for example, between specific levels of a hyperfine structure. One possible procedure is the method of optical pumping, from the initial ground state to an excited state, which subsequently decays to the final state by spontaneous emission. The problem with this incoherent procedure is, that one can control into which ground state level the atom will decay, and that it heats atoms due to the photonic recoil associated with the scattering of light. In this exercise we studied an alternative method, called Stimulated Raman Adiabatic Passage (STIRAP), which allows the coherent transfer of population between two states by counter-intuitive pulse sequences:

a. Consider a three-level system in Λ-configuration, as shown in Fig. 2.3(a), initially being in the state $|1\rangle$. Write the system’s Hamiltonian in the interaction picture. Now, choose $\Delta_{12} = 0 = \Delta_{23}$, and a temporal variation of the Rabi frequencies described by $\Omega_{12}(t) = \Gamma_{12}(\frac{1}{2} + \frac{i}{\pi} \arctan(\Gamma_{12} t))$ and $\Omega_{23}(t) = \Gamma_{12}(\frac{1}{2} - \frac{i}{\pi} \arctan(\Gamma_{12} t))$. With this, solve the Schrödinger equation (2.111) iteratively within the time interval $t \in [-40/\Gamma_{12}, 40/\Gamma_{12}]$, while continuously adjusting the Rabi frequencies.

b. The dynamics can also be calculated via a numerical simulations of the Bloch equations (2.103). Write down the Liouville matrix and prepare a simulation using
the same parameters as in (b) and additionally $\Gamma_{23} = \Gamma_{12}/2$, $\Gamma_{13} = \Gamma_{12}/500$.
c. Interpret the results.

2.5.0.37 Ex: Adiabatic sweeps

In experiments with cold atoms it is often necessary to transfer populations between ground states, for example, between specific levels of a Zeeman structure. One possible procedure is the method of optical pumping, from the initial ground state to an excited state, which subsequently decays to the final state by spontaneous emission. The problem with this incoherent procedure is, that one can control into which ground state level the atom will decay, and that it heats atoms due to the photonic recoil associated with the scattering of light. In this exercise we study an alternative method, called adiabatic sweep, which allows the coherent transfer of population between the two outer states of a degenerate multiplet, as shown in Fig. 2.7, via an adiabatic ramp of the frequency of the incident radiation:

a. Write down the Hamiltonian of the system in the interaction picture. Now, choose $\Omega/2\pi = 8$ kHz and apply a linear ramp of the radiation detuning between $-50$ kHz < $\Delta(t)/2\pi < 50$ kHz during a time interval of 2 ms. With this, solve the Schrödinger equation (2.103) iteratively varying the detuning.
b. Write down the Liouville matrix of the system and do a numerical simulation of the Bloch equations (2.103) using the same parameters as in (a). Interpret the results. What you observe when you introduce a decay rate between adjacent levels of $\Gamma/2\pi = 200$ Hz?

Figure 2.7: Energy levels of an atom in the ground state with Zeeman structure (for example, $|J = 1, m_J = -1, 0, +1\rangle$) as a function of the applied magnetic field.

2.5.0.38 Ex: Dispersive interaction between an atom and light

Radiation which is tuned far from a resonance can change the phase of an atomic dipole moment without changing the populations. We study this effect in a three-level system in cascade configuration excited by two radiation fields, as illustrated in Fig. 2.3(c), simulating the Schrödinger equation and the Bloch equations.

a. Write down the Hamiltonian $\hat{H}$ for this system letting $\Delta_{12} = 0$.
b. Now, consider the subsystem $|2\rangle - |3\rangle$, write down its Hamiltonian $\hat{H}_{23}$, determine the eigenvalues, and assume that this transition be excited very far-off resonance.

---

9This type of interaction is used in the implementation of quantum gates in quantum computing.
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That is, for $\Delta_{23} \gg \Omega_{23}$, $\Gamma_{23}$ expand the eigenvalues of $\hat{H}_{23}$ up to second order in $\Omega_{23}$. Finally, replace the submatrix $\hat{H}_{23}$ in the complete Hamiltonian $\hat{H}$ by the matrix of the expanded eigenvalues. This procedure corresponds to treating the transition $|2\rangle-|3\rangle$ as a perturbation of the transition $|1\rangle-|2\rangle$ until second order.

c. Assume that the atom is initially in the ground state and compute the time evolution of the state via the Schrödinger equation (2.111) using (a) the perturbed Hamiltonian and (b) the exact Hamiltonian for the following sequence of pulses:

(i) a $\pi/2$-pulse on the transition $|1\rangle-|2\rangle$,

(ii) a pulse with a variable duration between 0 and $\Delta t = \Omega_{23}^2/4\pi \Delta_{23}$ applied to the transition $|2\rangle-|3\rangle$,

(iii) a $\pi/2$-pulse on the transition $|1\rangle-|2\rangle$. What you observe?

d. Establish the Liouville matrix $\mathcal{L}$ for the same system and calculate the time evolution of the Bloch vector during the sequence by the Bloch equations (2.111) choosing the same parameters as in (c) and additionally $\Gamma_{23} = 1$, $\Gamma_{13} = \Gamma_{23}$, $\Gamma_{12} = 0.01\Gamma_{23}$, and $\Omega_{12} \gg \Delta_{23}, \Gamma_{23}$. Prepare a 3D curve [similar to Fig. 2.2(b)] of the population $\rho_{22}(t)$. Interpret the results.

2.5.0.39 Ex: Fano profile of in dark resonance

The dark resonance studied in Exc. 2.5.0.35 may in some circumstances adopt an asymmetric profile. Calculate, for a three-level system in $\Lambda$-configuration, as shown in Fig. 2.3(a), starting from the Bloch equations (2.103) with the Liouville matrix $\mathcal{L}_{\text{red}}$ reduced by the trace condition (2.107), the spectrum $\rho_{22}(\Delta_{23})$ for the following set of parameters: $\Gamma_{12} = 2$, $\Gamma_{23} = \Gamma_{12}/2$, $\Gamma_{23} = 0.1\Gamma_{12}$, $\Omega_{12} = 10\Gamma_{12}$, $\Omega_{23} = 5\Gamma_{23}$, $\Delta_{12} = -5\Gamma_{12}$ and $\Delta_{23} = [-1 : .01 : 1]\Gamma_{23}$.

Interpret the spectrum in terms of a Fano resonance.
Chapter 3

Atomic motion in electromagnetic fields

The third lecture is about forces exerted by electromagnetic fields on the center-of-mass of atoms. In the case of neutral atoms these forces are always due to an interaction of the fields with internal degrees of freedom, that is electronic charge and current distributions. It is thus obvious that these forces will depend very much on the structure of the orbitals involved in an interaction, which can be static as in the case of paramagnetic atoms (exhibiting orbitals with permanent electric currents) exposed to a magnetic field, or radiative as in the case of resonantly absorbed (or emitted) light. A first approach to calculating the radiative forces is the classical (i.e. mechanical plus electrodynamic) Lorentz model \(^1\), which describes the electronic orbitals of an atom as damped harmonic oscillators driven by the Lorentz force \(^2\) exerted by the an electromagnetic wave.

While being surprisingly powerful, this model does not grasp the subtleties of the light-matter interaction dynamics, and we need to do a little bit of atomic physics in Sec. 3.1, before we turn our attention to forces on magnetic dipole moments in Sec. 3.2 and optical forces in Sec. 3.3.

3.1 Atomic level structure

Up to here we have focused on the two-level atom problem where the light field couples a single ground and excited state. In practice atoms have many levels, and in general the light field couples more than two levels at the same time. Particularly in laser cooling one must deal with the coupling of large numbers of states by light. This section discusses the nature of these states and shows their origin for specific atoms confusing on alkali-metals. The discussion is generally restricted to the ground and first excited states, since these are the only ones that play a significant role in laser cooling.

3.1.1 Level structure of alkali-metal atoms

Alkali-metal atoms were the first ones to be cooled and trapped. Their popularity stems has several reasons. Most important is that the excitation frequency from the

---

\(^1\)See script on *Electrodynamics* (2020), Sec. 7.2.3.

\(^2\)See script on *Quantum mechanics* (2020), Sec. 8.1.1.
lowest to the first excited state is in the visible region, which makes it relatively simple to generate light for the optical transitions. Another reason is that it is easy to generate an atomic beam for the alkalis, which have a large vapor pressure at a modest temperature of only a few hundred degrees Celsius. Heating alkali-metals in an oven with a small opening produces an effusive beam of atoms that can be readily manipulated by laser light.

The ground states of all the alkali-metal atoms have a closed shell with one valence electron. For example for sodium (Na) the electron configuration is given by 23Na \((1s)^2(2s)^2(2p)^6(3s) = [Ne] (3s)\). Since the core is a closed shell, it does not contribute to the orbital angular momentum of the atom, and there remains only the outer, valence electron. The state of this electron is completely determined by its orbital angular momentum \(\ell\) and spin angular momentum \(s\). These two momenta couple in the usual way to form the total angular momentum \(j\) of the electron:

\[
|\ell - s| \leq j \leq \ell + s.
\] (3.1)

Since the only contribution to the total angular momentum of the atom comes from the valence electron, the total orbital angular momentum is \(\mathbf{L} = \ell\), spin angular momentum \(\mathbf{S} = s\), and total angular momentum \(\mathbf{J} = j\) for all electrons. Different values of \(J\) lead to different energies of the states, since the spin-orbit interaction \(V_{so} = A\mathbf{L} \cdot \mathbf{S}\) depends on the orientation of \(\mathbf{S}\) with respect to \(\mathbf{L}\). This splitting of the states by the spin-orbit interaction is called the fine structure of the atom. The LS-coupling discussed above is therefore only valid if this spin-orbit interaction is small compared to the level separation of the states.

For the alkali-metal atoms the electronic states are fully specified in the Russell-Saunders notation as \(n^2S^I L J\), where \(n\) is the principal quantum number of the valence electron. The lowest state of Na is the \(3^2S_{1/2}\) state, whereas the first excited states are the \(3^2P_{1/2,3/2}\) states, where the valence electron is excited to the \((3p)\)-state. In this case the angular momentum \(L = 1\) can couple with the total spin \(S = \frac{1}{2}\) to form either \(J_e = \frac{1}{2}\) or \(J_e = \frac{3}{2}\). The fine structure splitting between these two states is \(\approx 515\) GHz in Na.

![Figure 3.1](image)

Figure 3.1: The ground \(S\) state and lowest lying \(P\) states of atomic Na, showing the hfs schematically.
The structure of the alkali-metal atoms becomes somewhat more complicated when the interaction of the nuclear spin $I$ with the total angular momentum of the electron $J$ is included. These angular momenta couple in the usual way to form the total angular momentum as $F = I + J$. Different values of $F$ for the same values of both $I$ and $J$ are split by the $AI \cdot J$ interaction between the nuclear spin and the electronic angular momentum. The resulting energy structure is called the hyperfine structure (hfs). This hfs is generally much smaller than the fine structure because of the much smaller size of the nuclear magnetic moment. For Na, with a nuclear spin of $I = \frac{3}{2}$, the ground state has $F_g = 1$ and 2, and the hfs is $\approx 1.77$ GHz. The excited state has $F_e = 0, 1, 2, 3$, and the resulting hfs is only on the order of 100 MHz. In general, the shift of the energy levels because of the hyperfine interaction can be written as \[\Delta E_{hfs} = \frac{1}{2}hAK + hB\frac{3K(K+1) - 2I(I+1)J(J+1)}{2(2I-1)2J(2J-1)}, \] (3.2)
where $K = F(F+1) - I(I+1) - J(J+1)$ and $A$ and $B$ are two parameters, that are adjusted using experimental data [5]. The splitting between adjacent levels becomes,
\[\Delta E_{hfs}(F) - \Delta E_{hfs}(F-1) = hAF + 3hBF\frac{F^2 - I(I+1) - J(J+1) + \frac{1}{2}}{2(2I-1)2J(2J-1)}, \] (3.3)
where $F$ denotes the highest value of the total angular momentum of the two adjacent levels. A schematic diagram for the fine and hyperfine structure of Na, or other alkalis with $I = 3/2$, is given in Fig. 3.1 4.

Each of these states of alkali-metal atoms is further split into $(2I+1)(2J+1)$ Zeeman sublevels. In the case of Na with $I = \frac{3}{2}$, this leads to 8 Zeeman sublevels in the ground state ($J_g = \frac{1}{2}$), 8 sublevels in the first excited state ($J_e = \frac{1}{2}$), and 16 sublevels in the next excited state ($J_e = \frac{3}{2}$). In principle, the light can drive all transitions between ground and excited sublevels. However, certain selection rules have to be obeyed, and these limit the number of transitions considerably. These selection rules are discussed in more detail in Sec. 3.1.2.

In the absence of any perturbations, many of these Zeeman sublevels are degenerate, but application of an external field lifts the degeneracy. It has already been shown in Sec. 1.2.2 that the presence of a light field not only induces transitions, but also shifts the energy levels. Later in this chapter it is shown that the transition strengths vary among the Zeeman sublevels, and thus a laser field can lift the degeneracy through the different light shifts. In fact, this feature is at the heart of the sub-Doppler cooling schemes to be described in Lecture 4.

An applied magnetic field $B$ can also lift these degeneracies, producing the well-known Zeeman effect, as shown in Fig. 3.2. At low fields the energy level shifts $\Delta E$ are proportional to the field strengths according to, \[\Delta E_{zeem} = g\mu_B mB, \] (3.4)
where $\mu_N \equiv e\hbar/2me$ is the Bohr magneton, $m$ is the projection of the angular momentum along $B$, and $g$ is the Lande g-factor (here $me$ is the electron mass). The
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3See script on *Quantum mechanics* (2020), Sec. 8.2.4.
4See script on *Quantum mechanics* (2020), Sec. 7.3.2.
presence of the nuclear spin changes the g-factor from its usual $g_J$ value given by
\[
g_J = 1 + \frac{J(J+1) + S(S+1) - L(L+1)}{2J(J+1)}
\] (3.5)
to
\[
g_F = g_J \frac{F(F+1) + J(J+1) - I(I+1)}{2F(F+1)}.
\] (3.6)

Here $L$, $S$, and $J$ refer to the electron’s angular momenta, $I$ is the nuclear spin, and $F$ is the total atomic angular momentum that ranges from $F = |J - I|$ to $F = J + I$ in integer steps. Thus the different manifolds of Fig. 3.2 have different slopes at small field values. In Exc. 3.4.0.1 we verify that the Zeeman shift depends only on the absolute value of the magnetic field.

### 3.1.2 Angular momentum and selection rules

For optical transitions the coupling between the atomic states is given by the dipole moment, and selection rules exist for such transitions. Selection rules can be inferred from the equations derived in the next section, but they can also be quite simply calculated from the commutation relations [46]. For the $z$-component of the orbital angular momentum $\hat{L}_z$ of the atom, the following commutation rules apply:
\[
[\hat{L}_z, \hat{x}] = i\hbar \hat{y}, \quad [\hat{L}_z, \hat{y}] = -i\hbar \hat{x}, \quad [\hat{L}_z, \hat{z}] = 0
\] (3.7)
3.1. ATOMIC LEVEL STRUCTURE

The eigenfunctions of the atoms are denoted by $|\alpha LM\rangle$, where $\alpha$ represents all the other properties of the state besides its orbital angular momentum. The third relation of Eqs. (3.7) leads to,

$$(m' - m)\langle \alpha' L'm'|\hat{z}|\alpha Lm\rangle = \langle \alpha' L'm'|[\hat{L}_z, \hat{z}]|\alpha Lm\rangle = 0 \ ,$$

(3.8)

where the last equality holds because the last commutator in Eq. (3.7) is 0. As the next section shows, the coupling between two states by linearly polarized light is proportional to the matrix element for $\hat{z}$, so linearly polarized light can couple two states only if $\Delta m = 0$. Using the same procedure for $\hat{x}$ and $\hat{y}$ leads to

$$\hbar(m' - m)\langle \alpha' L'm'|\hat{x}|\alpha Lm\rangle = \langle \alpha' L'm'|[\hat{L}_x, \hat{x}]|\alpha Lm\rangle = i\hbar\langle \alpha' L'm'|\hat{y}|\alpha Lm\rangle \quad (3.9)$$

$$\hbar(m' - m)\langle \alpha' L'm'|\hat{y}|\alpha Lm\rangle = \langle \alpha' L'm'|[\hat{L}_y, \hat{y}]|\alpha Lm\rangle = -i\hbar\langle \alpha' L'm'|\hat{x}|\alpha Lm\rangle .$$

The combination of these two relations requires that either $\Delta m = \pm 1$ or that the matrix element for $\hat{x}$ or for $\hat{y}$ must vanish. Again, the next section shows that for circularly polarized light the appropriate matrix element is a combination of $\hat{x}$ and $\hat{y}$. The selection rules for circularly polarized light are thus $\Delta m = \pm 1$, where the (+)-sign is for right-handed and the (−)-sign for left-handed circular polarization.

Note that these selection rules reflect the conservation of angular momentum. Since each photon carries an angular momentum 1, the projection of this angular momentum on the $z$-axis can be 0, ±1. Conservation of angular momentum requires that absorption of a photon be accompanied by a corresponding change of the projection of the angular momentum of an atom. In the case of fine or hyperfine interaction, the orbital angular momentum $L$ can be replaced by the total angular momentum $J$ of the electron or $F$ of the atom, respectively. The same selection rules thus apply for $m_J$ and $m_F$.

For the selection rules for $\hat{L}^2$, we consider the commutation relation,

$$[\hat{L}^2, [\hat{L}^2, \hat{r}]] = 2\hbar^2(\hat{r}\hat{L}^2 + \hat{L}^2\hat{r}) ,$$

(3.10)

which can be obtained from the usual algebra for commutators [46]. Eq. (3.10) explicitly depends on the fact that $\mathbf{L} = \mathbf{r} \times \mathbf{p}$ is the orbital angular momentum of the atom, and this relation cannot be generalized for either $\mathbf{J}$ or $\mathbf{F}$. Calculating the matrix element for both sides of Eq. (3.10) results in

$$\langle \alpha' L'm'|[\hat{L}^2, [\hat{L}^2, \hat{r}]]|\alpha Lm\rangle = 2\hbar^4[L(L+1) + L'(L'+1)]\langle \alpha' L'm'|\hat{r}|\alpha Lm\rangle = \hbar^4[L(L+1) - L'(L'+1)]^2\langle \alpha' L'm'|\hat{r}|\alpha Lm\rangle .$$

(3.11)

Thus the coupling between two states is zero for any polarization, unless the two factors in front of the matrix elements in Eq. (3.11) are equal. Rearrangement of this requirement leads to [46],

$$[(L' + L + 1)^2 - 1][L' - L]^2 - 1] = 0 .$$

(3.12)

The first term can only be zero if $L = L' = 0$, but this is prohibited since $L'$ is the vector sum of $L$ and $\kappa = 1$ for the photon, and thus cannot be zero. The second term
is zero only if $\Delta L = \pm 1$, so this is the selection rule for $\hat{L}^2$. Again, this selection rule reflects the conservation of angular momentum for absorption of one photon.

Also for $\Delta L = 0$ the final state angular momentum $L'$ can be the vector sum of $L$ and $\kappa$. But the parity of the state for a one-electron system is given by $(-1)^L$ and $\mathbf{r}$ is antisymmetric, so symmetry demands that the matrix element be zero between states where $L$ and $L'$ are both either odd or even. The selection rules for $J$ and $F$ are $\Delta J = 0, \pm 1$ and $\Delta F = 0, \pm 1$. In contrast with the case for $\Delta L$, $\Delta J = 0$ is allowed, since $L$ and $S$ couple to $J$, so $\Delta J = 0$ does not imply $\Delta L = 0$. Only for $J = J' = 0$ is $\Delta L = 0$ a necessary consequence, and therefore transitions with $J = 0 \rightarrow J' = 0$ are forbidden. The same rule applies to $F$, namely, $F = 0 \rightarrow F' = 0$ is also forbidden.

In laser cooling, selection rules play a very important role. In order to slow atoms from their thermal velocity down to zero velocity, a large number of photons have to be scattered. Therefore, the coupling strength between the two levels involved in the laser cooling has to be sufficiently high. Furthermore, since the atoms have to undergo a very large number of cycles, the decay from the excited to the ground state must be to only the sublevel coupled by the light. This restricts the number of possible cooling transitions. The selection rules can be used to determine whether two states are coupled by the laser light without extensive calculations.

For the alkali-metal atoms, the hfs complicates the level structure and most of the optically accessible transitions do not meet these criteria. Since the same selection rules for excitation are valid for spontaneous emission, the $\Delta F = 0, \pm 1$ selection rule allows the decay of one excited state to many ground states, and some of these may not be coupled by the laser to an excited state. This is because the laser’s spectral width is generally much smaller than the ground-state hfs-splitting. However, for the states with $J = L + \frac{1}{2}$, the decay from the highest $F_e$-state can only occur to the highest $F_g$-state, since the other ground state has $F_g = F_e - 2$ (see Fig. 3.1). Therefore these two states form a closed two-level system. A similar system exists between the lowest $F_e$ and $F_g$ states. However, since the hfs splitting between the two lowest excited states is usually very small, exciting the lowest $F_e$-state can often also partially excite the next $F_e$ state, which can then decay to the other hyperfine ground-state sublevels. Laser cooling in the alkalis is therefore usually carried out on the highest $F_g$ and $F_e$ states.

These complications do not appear in the metastable noble gas atoms, where the splitting between the states is caused by the spin-orbit interaction instead of the hyperfine interaction. For Ne$^*$ only the $3P_{0,2}$ states are truly metastable. The only closed system can be formed by the $3P_2 \rightarrow 3D_3$ transition, which is the one most often used for laser cooling. Similar transitions exist for the other metastable noble gases and for the earth-alkali metals.

### 3.1.3 Optical transitions in multilevel atoms

The optical transitions considered in Chapter 1.3 were restricted to the particularly simple case of a two-level atom, and these transitions can be described by a single Rabi frequency. Real atoms have more than two levels that can be coupled by the optical field, and furthermore, the relative strengths of their multiple transitions depend on the orientation of the atomic dipole moment with respect to the polarization of the light. The single Rabi frequency of Lecture 1 that describes the coupling is given by
\[ h\Omega = -d_{eg}E_0 \] [see Eq. (1.22)], where,

\[ d_{eg} = e\langle \hat{e} \cdot \hat{r} | g \rangle . \] (3.13)

The value of the dipole moment of Eq. (3.13) depends on the wavefunctions of the ground and excited states, and is generally complicated to calculate. It is often convenient to introduce the spherical unit vectors given by \(^5\),

\[ \hat{e}_{-1} \equiv \frac{1}{\sqrt{2}}(\hat{e}_x - i\hat{e}_y) \quad , \quad \hat{e}_{+1} \equiv -\frac{1}{\sqrt{2}}(\hat{e}_x + i\hat{e}_y) \quad , \quad \hat{e}_0 \equiv \hat{e}_z \] (3.14)

and to expand the polarization vector \( \hat{e} \) in terms of these vectors. Note that \( \hat{e}_{\pm} \) corresponds to circularly polarized light, whereas \( \hat{e}_z \) corresponds to linearly polarized light. For simplicity, only cases where the polarization of the light field is given by just one of these vectors will be considered, and this will be indicated by the symbol \( q \) \((q = 0, \pm)\) is the subscript of \( \hat{e}_q \)). In this notation the components of the dipole moment can be written as,

\[ \hat{e} \cdot \hat{r} = \hat{e}_q \cdot \hat{r} = \sqrt{\frac{4\pi}{3}} r Y_{1q}(\theta,\phi) , \] (3.15)

where the \( Y_{1q}'s \) represent the simplest of the spherical harmonic functions.

The matrix element of Eq. (3.13) can be broken up into two parts, one depending on all the various quantum numbers of the coupled states and the other completely independent of \( M \), the projection of \( l \) on the quantization axis. This separation is embodied in the well-known Wigner-Eckart theorem discussed in many quantum mechanics texts \([10]\). Here, the treatment will be somewhat different, since this section treats the simplest case, namely, that fine and hyperfine structure are absent. The more general case will be treated in Sec. 3.1.4. Thus the hydrogenic wavefunctions for the ground and excited state can be used,

\[ |g\rangle = |n\ell m\rangle = R_{n\ell}Y_{\ell m}(\theta,\phi) \quad \text{and} \quad |e\rangle = |n'\ell' m'\rangle = R_{n'\ell'}Y_{\ell' m'}(\theta,\phi) , \] (3.16)

Substitution of Eqs. (3.15) and (3.16) into Eq. (3.13) leads to,

\[ = e\langle n'\ell' m'|\hat{e} \cdot \hat{r}|n\ell m\rangle = e\langle n'\ell'|r||n\ell\rangle\langle \ell' m'\rangle\sqrt{\frac{4\pi}{3}}r Y_{1q}(\ell m) \equiv eR_{n'\ell',n\ell}A_{\ell' m',\ell m} . \] (3.17)

The following sections first treat the radial or physical part \( R_{n'\ell',n\ell} \), also known as the reduced or double-bar matrix element, and then the angular or geometric part \( A_{\ell' m',\ell m} \).

### 3.1.3.1 Radial part of the dipole matrix element

The radial part of the matrix element is generally less important in laser cooling because experiments typically use an optical transition joining a set of states that all share the same ground- and excited-state radial wavefunctions. Therefore it becomes an overall multiplicative factor that determines only the magnitude of the coupling (e.g., the overall Rabi frequency). It is given by,

\[ R_{n'\ell',n\ell} = \langle R_{n'\ell'}(r) | \hat{r} | R_{n\ell}(r) \rangle = \int_0^\infty r^2 dr \ R_{n'\ell'}(r) r R_{n\ell}(r) , \] (3.18)

\(^5\)See script on Quantum mechanics (2020), Sec. 12.2.2.
with \( R_{n\ell} \) the radial wavefunction of the state. Here the \( r^2 dr \) term in the integral originates from the radial part of \( d^3r \). The radial part can be evaluated if the eigenfunctions are known. For all atoms except hydrogen, the eigenfunctions can only be calculated approximately and therefore only approximate values for the radial part can be found. However, for the hydrogen atom the eigenfunctions of the bound states are known and the radial matrix elements can be calculated exactly [10]. For instance, for the first optical allowed transition in H, the \( 1s \rightarrow -2p \) transition, the radial wavefunctions involved are
\[
R_{1s}(r) = 2e^{-r/\alpha_B}/\alpha_B^{3/2} \quad \text{and} \quad R_{2p}(r) = (r/\alpha_B)e^{-r/2\alpha_B}/\sqrt{3}(2\alpha_B)^{3/2}.
\]
Thus the integral becomes,
\[
R_{2p,1s} = \int_0^\infty R_{2p}(r) r R_{1s}(r) r^2 dr = 2^7 \sqrt{6a_B}/3^5 \approx 1.290a_B.
\]
For other transitions in hydrogen similar integrals can be evaluated. The hydrogenic wavefunctions are given by [10],
\[
R_{n'\ell',n\ell} = N_{n\ell} \rho^\ell e^{-\rho/2} L_{n-\ell-1}^{2\ell+1}(\rho),
\]
where \( \rho \equiv 2r/na_B \) and \( L_{n}^{M}(r) \) are the Laguerre polynomials, and \( N_{n\ell} \) is a normalization constant.

Substitution of Eq. (3.20) into Eq. (3.18) and integrating over \( r \) with the help of standard integrals, the matrix element for any transition can be found. Note that the radial matrix elements increase with increasing \( n \), since the radius of the electron orbit increases with \( n \).

For all other atoms, the situation is more complicated. In the case of alkali-metal atoms with only one active electron, the matrix elements can be quite accurately expressed in terms of the effective principal quantum number \( n^* = n - \delta_\ell \) of the valence electron, where \( \delta_\ell \) is called the quantum defect and depends on the orbital quantum number \( \ell \) [15]. The same analysis as in the hydrogen case can be applied for the alkali-metal atoms; however, in the summation \( n \) is now replaced by \( n^* \) [8].

### 3.1.3.2 Angular part of the dipole matrix element

The angular part \( A_{\ell' m' \ell m} \) of the dipole moment for atoms with \( S = 0 = I \) is defined by Eq. (3.17):
\[
A_{\ell' m' \ell m} = \sqrt{4\pi/3} \langle Y_{\ell' m'} | Y_{1q} | Y_{\ell m} \rangle,
\]
where the integration limits are over \( 4\pi \). The integral can be expressed in terms of the \( \{3j\} \)-symbols as,
\[
A_{\ell' m' \ell m} = (1)^{\ell' - m'} \sqrt{\max(\ell, \ell')} \binom{\ell'}{-m'}^{1 \ell} \binom{1}{q \ell} \binom{\ell}{m}.
\]
The \( \{3j\} \)-symbols are related to the Clebsch-Gordan coefficients and are tabulated in [86] [see Eq. (3.25)]. The symmetry of the \( \{3j\} \)-symbols dictates that they are only nonzero when the sum of the entries in the bottom row is zero, which means \( m + q = m' \). Thus circularly polarized light only couples states that differ in \( m \) by \( \pm 1 \), whereas linearly polarized light only couples states that have equal \( m \)'s. This result is thus identical to the result obtained in Sec. 3.1.2.
3.1.4  Fine and hyperfine interactions

In case of fine and hyperfine interaction the situation changes considerably. For the fine structure, the energy levels are split by the spin-orbit interaction and $\ell$ is no longer a good quantum number. Here $\ell$ is replaced with $L$ to be more general. The states are now specified by $J$, the vector sum of $L$ and $S$. However, the optical electric field still couples only to the orbital angular momentum $L = r \times p$ of the states. In this situation the Wigner-Eckart theorem could also be applied to calculate the transition strength \[36\], but again this section will follow a different route that provides more insight in the problem. Although the formulas below may appear rather complicated, the principle is simple.

The atomic eigenstates are denoted by $|\alpha J m_J\rangle$ in the $J$-basis, and $m_J$ explicitly indicates for which angular momentum the magnetic quantum number $M$ is the projection. In most cases, this is obvious from the notation, but in this section it is not. The dipole transition matrix element is therefore given by,

$$d_{eg} = e \langle \alpha' J' m' | \hat{e} \cdot \hat{r} | \alpha J m_J \rangle.$$  \hspace{1cm} (3.23)

Since the optical electric field only couples the $L$ component of these $J$ states, these eigenfunctions must be first expanded in terms of the $L$ and $S$ wavefunctions:

$$|\alpha J m_J\rangle = \sum_i C_i |\alpha L m_L\rangle |S m_S\rangle,$$  \hspace{1cm} (3.24)

where $i$ represents an appropriate set of angular momentum quantum numbers. The $C_i$'s are Clebsch-Gordan coefficients that can also be expressed in terms of the more symmetrical $\left\{3j\right\}$-symbols as,

$$C_i = \langle L m_L, S m_S | J m_J \rangle = (-1)^{-L+S-m_J} \sqrt{2J+1} \left( \begin{array}{ccc} L & S & J \\ m_L & m_S & -m_J \end{array} \right).$$  \hspace{1cm} (3.25)

The fact that Eq. (3.22) for the integral of the product of three spherical harmonics and Eq. (3.25) both contain the $\left\{3j\right\}$-symbols is a result of the important connection between the $Y_{lm}$’s and atomic angular momenta.

Substitution of Eq. (3.24) in Eq. (3.23) twice leads to a double summation, which contains matrix elements in the $(L, S)$ basis of the form,

$$\langle \alpha' L' m'_L | \hat{r} | \alpha L m_L \rangle \delta_{SS'} \delta_{m_S m'_S}.$$  \hspace{1cm} (3.26)

The first term on the right-hand side is the matrix element that has been evaluated before (see Eq. (3.17)). The $\delta$-functions reflect the notion that the light couples the orbital angular momenta of the states, and not the spin. The spin and its projection are not changed by the transition. Substitution of Eq. (3.26) into Eq. (3.23), expansion of the matrix elements in the $L$-basis, and recoupling of all the Clebsch-Gordan coefficients leads to,

$$d_{eg} = e (-1)^{L'-m'_J} \sqrt{(2J+1)(2J'+1)} \langle \alpha' L' | \hat{r} | \alpha L \rangle \left\{ \begin{array}{ccc} L' & J' & S \\ J & L & 1 \end{array} \right\} \left( \begin{array}{ccc} J & 1 & J' \\ m_J & q & -m'_J \end{array} \right).$$  \hspace{1cm} (3.27)
The array of quantum numbers in the curly braces is not a \{3j\}-symbol, but is called a \{6j\}-symbol. It summarizes the recoupling of six angular momenta. Values for the \{6j\}-symbols are also tabulated in Ref. [86]. Note that the radial part of the dipole moment has remained unchanged, and so the results of the previous section can still be used.

In case of hyperfine interactions the situation becomes even more complicated. However, the procedure is the same. First the eigenfunctions in the F-basis are expanded in the \( (J,I) \)-basis, where \( I \) is the nuclear spin, and a \{6j\}-symbol involving \( I, J, \) and \( F \) appears. Then the eigenfunctions of the \( J \)-basis are further reduced into the \( (L,S) \)-basis. Since the procedure is similar to the procedure for the fine structure interaction, only the result is shown:

\[
d_{eg} = e(-1)^{1+L'+S+J+J'-1-M_F} \langle \alpha' L' || \hat{r} || \alpha L \rangle \sqrt{(2J + 1)(2J' + 1)(2F + 1)(2F' + 1)}
\]

\[
\{ L' J' S \} \left\{ J' F' I \right\} \left( \begin{array}{ccc} F & 1 & F' \\ m_F & q & -m_F' \end{array} \right).
\]

(3.28)

Since \( S \) can be parallel or anti-parallel to \( L, J' = 1/2, 3/2 \) and the fine-structure interaction is usually large compared to the hyperfine interaction.

### 3.1.5 Selection rules for emission in certain directions

As seen by Eq. (3.23), the excitation rate induced by a light field depends on the relative orientation of the laser polarization \( \hat{\epsilon} \) and the magnetic field \( \mathbf{B} \). To take this dependence into account, we decompose the polarization vector (which can be linear or elliptical) on a coordinate basis, as shown in Eq. (3.14). Thus, the relative amplitude of the transitions \( \Delta m_J = 0 \) is proportional to the projection of the polarization vector onto the magnetic field axis, \( \epsilon_0 \equiv \hat{\epsilon} \cdot \hat{e}_0 \). To estimate the amplitude of the transitions \( \Delta m_J = \pm 1 \), we must project onto the coordinates \( \epsilon_{\pm 1} \equiv \hat{\epsilon} \cdot \hat{e}_\pm \). Note that the direction of incidence of the beam, given by the wavevector \( \mathbf{k} \), does not influence the transition probability directly (after all, the spatial dependence \( e^{i \mathbf{k} \cdot \mathbf{r}} \) was removed by the dipolar approximation; only through the fact, that the polarization is perpendicular to the propagation vector, \( \hat{\epsilon} \perp \mathbf{k} \).

### 3.2 Magnetic traps

With the level atomic structure of alkalis unraveled in Sec. 3.1 we are able to set up the atomic Hamiltonian (1.2), and knowing the transition strengths between different atomic levels we can write down the Bloch equation governing the internal dynamics of an atom driven by laser light. As promised in the preamble of this third lecture, we must derive from this atom-light dynamics the forces acting on the atomic center-of-mass.

#### 3.2.1 Forces on magnetic dipole moments

The orbital motion of the electrons corresponds to a circular current generating a permanent magnetic dipole moment \( \mathbf{\mu}_J \), which can interact with external magnetic
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fields. We have already shown in (3.4) that the interaction potential can be written as,

$$U = -\vec{\mu}_J \cdot \vec{B} = -\frac{g_J \mu_B J \cdot B}{\hbar} = -\frac{g_J \mu_B}{\hbar} |J||B| = -\frac{g_J \mu_B}{\hbar} m_J B,$$

where the Landé factor $g_J$ is given by the formula (3.5). Here, $J = L + S$ is the total angular momentum resulting from the coupling of the total angular orbital momentum and the total spin of all electrons. If the atom has a nuclear spin $I$ other than zero, then $\vec{F} = \vec{J} + \vec{I}$ replaces $\vec{J}$ in Eq. (3.29), and the $g$-factor generalizes to the one given in Eq. (3.6) \(^6\). The interaction generates a force acting on the atomic center-of-mass,

$$\vec{f} = -\nabla \vec{H}_{int} = -\mu_B g_J m_J \nabla B,$$

which can be used for trapping purposes once we are able to arrange for inhomogeneous magnetic field configuration $\vec{B} = \vec{B}(\vec{R})$. Obviously, force is conditioned by the existence of a gradient of the absolute value of the magnetic field. It was first used in the famous Stern-Gerlach experiment, which led to the discovery of the electron. We discuss a Stern-Gerlach type experiment in Exc. 3.4.0.2.

Magnetic traps are widely used in atom optics, where they served, e.g. for the first realizations of Bose-Einstein condensation (BEC). An important feature of magnetic traps is that they do not need light to confine atoms. Hence, they are free of heating effects that could be caused by photonic recoil. Depending on the sign of $U$ and $\vec{F}$, atoms in states whose energy increases or decreases with the magnetic field are called 'low-field seekers' or 'high-field seekers', respectively. One might think, that it should be possible to trap atoms in any of these states, generating either a magnetic field minimum or a maximum. Unfortunately, only low-field seekers can be trapped in static magnetic fields, because in free space magnetic fields can not form maxima, as we will show in Exc. 3.4.0.3. Even though low-field seekers are not in the energetically lowest hyperfine levels [see Fig. 3.4(b)], they can still be trapped because the rate of spontaneous emission through the magnetic dipole is $\sim 10^{-10}$ s\(^{-1}\), and hence

\(^6\)Note that the formula only applies to weak fields. For strong fields the Zeeman splitting changes to the Paschen-Back splitting of the hyperfine structure \(^7\).
completely negligible. However, spin changing collisions can induce losses and limit the maximum densities.

### 3.2.2 Quadrupolar traps and Majorana spin-flips

The most basic static magnetic trap for neutral atoms is generated by a pair of current-carrying coils in anti-Helmholtz configuration producing an axially symmetric quadrupolar magnetic field, as shown in Fig. 3.4.
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Figure 3.4: (a) Quadrupolar magnetic trap generated by a pair of current-carrying wires in anti-Helmholtz configuration. (b) Ground state energy levels of $^{23}\text{Na}, \, ^2S_{1/2}, \, F = 1$ as a function of axial distance from the trap center. (c) Illustration of Majorana spin-flips: The red atom passes through the hole, while the green one moves adiabatically avoiding the hole.

Close to the trap center an expansion of the magnetic field generated by anti-Helmholtz coils yields,

$$B = \begin{pmatrix} x \\ y \\ -2z \end{pmatrix} \partial_r B ,$$

where the field gradient $\partial_r B$ along radial direction $r^2 \equiv x^2 + y^2$ in the trap center depends on the applied current and the geometry of the coils. However, the 1:2 aspect ratio is generic for all quadrupolar potentials, as we will see in Exc. 3.4.0.4. We easily verify that,

$$\nabla \cdot B = 0 \quad \text{but} \quad \nabla |B| = \frac{\partial_r B}{\sqrt{r^2 + 4z^2}} \begin{pmatrix} x \\ y \\ 4z \end{pmatrix} .$$

Thus, the quadrupolar magnetic potential is linear in the spatial coordinates,

$$U(r) = -|\vec{\mu}||B| = \mu_B g_J m_J \partial_r B \sqrt{r^2 + 4z^2} ,$$

where $2\partial_r B = \partial_z B$.

To calculate the rms-radius $\bar{r}$ of a cloud of temperature $T$ confined to this potential, we set,

$$k_B T = U(\bar{r}, 0) = \mu_B \bar{r} \partial_r B ,$$

and obtain the density distribution $^8$,

$$n(r) = n_0 e^{-U(r)/k_B T} = n_0 e^{-\sqrt{r^2 + 4z^2}/\bar{r}} .$$

---

$^8$See script on *Quantum mechanics* (2020), Sec. 24.2.4.
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Normalization requires,

\[ N = \int_{R^3} n(r) \, d^3r = n_0 \int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-\sqrt{r^2 + 4z^2}/\bar{r}} 2\pi r \, dr \, dz \]

\[ = n_0 2\pi \bar{r}^2 \int_{-\infty}^{\infty} \int_{2|z|/\bar{r}}^{\infty} \xi e^{-\xi} d\xi dz = n_0 2\pi \bar{r}^2 \int_{-\infty}^{\infty} e^{-2|z|/\bar{r}} \left( 1 + \frac{2|z|}{\bar{r}} \right) \, dz \]

\[ = n_0 2\pi \bar{r}^3 \int_{0}^{\infty} e^{-\zeta (1 + \zeta)} \, d\zeta = n_0 4\pi \bar{r}^3. \]

Therefore, the effective volume is, \( V_{\text{eff}} = 4\pi \bar{r}^3 \). In application example is discussed in Exc. 3.4.0.5.

3.2.2.1 Majorana spin-flips

The quadrupolar trap is the simplest one that can be technically realized. Unfortunately, this trap is not stable because of the phenomenon of Majorana spin-flips, which expel atoms from the trapped cloud. Since this field configuration always has a central point, where the magnetic field disappears, non-adiabatic Majorana transitions can occur when the atom passes through the zero point [see Fig. 3.4(c)]. The disappearance of the field leaves the atoms disoriented, that is, ready to reorient their spins. The transitions transfer population from a low-field seeking state to a high-field seeker, which consecutively is expelled from the trap. This problem is particularly severe for hydrogen, where it can induce a so-called relaxation explosion [55].

From (3.34) we get the \( \text{rms} \)-radius,

\[ \bar{r} = \frac{k_B T}{\mu_B \partial_r B}. \]

The average velocity of an atom is,

\[ \bar{v} = \sqrt{\frac{k_B T}{m}}. \]

In order for the atomic motion in the magnetic potential to be adiabatic [so that Eq. (3.33) applies], the local Larmor frequency,

\[ \omega_{\text{Larmor}}(r) = \frac{\mu_B}{\hbar} \sqrt{r^2 + 4z^2} \partial_r B \]

must be faster, than any change the atom might experience due to its motion with velocity \( \mathbf{v} \). I.e. we need [81],

\[ \omega_{\text{Larmor}}(r) > \frac{\mathbf{v} \cdot \nabla |\mathbf{B}|}{|\mathbf{B}|}. \]

This can not be satisfied within a volume located at the trap center. This ellipsoidal volume is delimited by \( \mathbf{r}_{sf} \) given by the condition,

\[ \omega_{\text{Larmor}}(\mathbf{r}_{sf}) \equiv \frac{\mathbf{v} \cdot \nabla |\mathbf{B}|}{|\mathbf{B}|}. \]
For our quadrupole trap,

\[
\mathbf{v} \cdot \nabla |\mathbf{B}| / |\mathbf{B}| = \mathbf{v} \cdot \frac{\partial B}{\partial r} \frac{\sqrt{r_s^2 + 4z_s^2}}{r_s^2 + 4z_s^2} \left( \begin{array}{c} x_s \varepsilon_x \\ y_s \varepsilon_y \\ 4z_s \varepsilon_z \end{array} \right) = x_s \varepsilon_x v_x + y_s \varepsilon_y v_y + 4z_s \varepsilon_z v_z.
\] (3.42)

Considering for simplicity only radial motion, \( \mathbf{v} = v \mathbf{\hat{r}} \), then by equating (3.39) and (3.41),

\[
\frac{\mu_B}{\hbar} r_s \varepsilon \partial_r B = \omega_{\text{Larmor}}(r_s f) = \frac{v}{r_s f},
\] (3.43)

that is, the spin-flip volume is on the order of,

\[
r_s f = \sqrt{\frac{\hbar v}{\mu_B \partial_r B}}.
\] (3.44)

Let us now estimate the spin relaxation rate from the flow of atoms through the volume,

\[
\frac{1}{\tau_{sf}} = N \frac{r_s^3 f}{V_{eff} r_s f} \bar{v},
\] (3.45)

where \( r_s^3 f / V_{eff} \) is simply the fraction of the cloud’s volume overlapping with the spin-flip volume. Then,

\[
\frac{1}{\tau_{sf}} = \frac{N}{4\pi} \frac{r_s^3 f}{r_s^2 f} \bar{v} = \frac{N \hbar v}{4\pi} \frac{r_s f}{\mu_B \partial_r B} \frac{k_B T}{k_B T} \frac{r_s^2 f}{4\pi m (k_B T)^2}.
\] (3.46)

That is, the problem gets worse when the cloud is cooled to low temperatures.

### 3.2.3 Magnetic Ioffe-type traps

The spin-flip problem can be overcome by using a different magnetic field geometries. One example is the so-called magnetic bottle, also called the Ioffe-Pritchard trap illustrated in Fig. 3.5(a), where the minimum field amplitude has a finite value different from zero. Other methods to eliminate the zero-field point are time-varying potentials, such as the time-orbiting potential (TOP) trap illustrated in Fig. 3.5(b) and discussed in Exc. 3.4.0.6 [40, 50], or the application of an ’optical plug’, which consist in an intense dipolar optical laser beam, tuned to the blue of an atomic transition, focused into the center of a quadrupole trap where the magnetic field is zero, and repelling the atoms from this area (see Fig. 3.6). The advantage of Ioffe-Pritchard-type traps is that they are always harmonic sufficiently close to the trap center, which simplifies the theoretical treatment in many respects, as shown in Exc. 3.4.0.7.

Close to the trap center Ioffe-Pritchard-type traps are described by,

\[
U(r) = \mu_B g_F m_F \sqrt{B_0^2 + (r \partial_r B)^2 + (z \partial_z B)^2},
\] (3.47)
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and this magnetic trapping potential can be harmonically approximated by,

\[ U(r) \simeq \mu_B g F_m \left( B_0 + \frac{(r \partial_r B)^2}{2B_0} + \frac{(z \partial_z B)^2}{2B_0} \right) \]

\[ \equiv const + \frac{m}{2} \omega_r^2 r^2 + \frac{m}{2} \omega_z^2 z^2 \equiv k_B T \left( const + \frac{r^2}{2\bar{r}^2} + \frac{z^2}{2\bar{z}^2} \right) , \tag{3.48} \]

where the rms-radius \( \bar{r} = \omega_r^{-1} \sqrt{k_B T/m} \) follow from the normalization of the density

\[ n(r) = n_0 e^{-U(r)/k_B T} \]

and the number of atoms,

\[ N = \int n(r) d^3r = n_0 \int_0^\infty e^{-r^2/2\bar{r}^2} 2\pi dr \int_{-\infty}^{\infty} e^{-z^2/2\bar{z}^2} dz = n_0 (2\pi)^{3/2} \bar{r}^2 \bar{z} \equiv n_0 V_{eff} . \tag{3.49} \]

The trap frequencies can be calculated as,

\[ \omega_{r,z} = \sqrt{\frac{\mu_B (\partial_r B_{r,z})^2}{mB_0}} . \tag{3.50} \]

The Earth’s gravitational field deforms the trapping potential and, in the case of a harmonic potential, causes a gravitational sag without changing the secular frequencies of the potential. Assuming the potential to be given by,

\[ U = \frac{m}{2} \omega_r^2 r^2 + \frac{m}{2} \omega_z^2 z^2 - mgz = \frac{m}{2} \omega_r^2 r^2 + \frac{m}{2} \omega_z^2 (z - g/\omega_z^2)^2 - \frac{m}{2} g^2/\omega_z^2 , \tag{3.51} \]

the atoms sag to a height of \( g/\omega_z^2 \). In time-dependent traps, gravity causes a more complex behavior [49]. Important works have been done by [17, 82, 41, 48, 1, 29, 66, ?, 34]. We study the impact of gravitation in Exc. 3.4.0.8.

3.2.4 Adiabatic potentials

Adiabatic potentials can be used to realize more complicated trapping geometries from magnetic potentials [23]. To study adiabatic potentials we consider for simplicity the two-level system \( |\frac{1}{2}, \frac{1}{2} \rangle \leftrightarrow |\frac{1}{2}, -\frac{1}{2} \rangle \) coupled by an incident radiation (e.g. a radiofrequency) \(^9\). The dressed states Hamiltonian of our two-level system is a \( 2 \times 2 \) matrix,

---

\(^9\)A generalization to multilevel systems \( F > \frac{1}{2} \) is straightforward.
as shown in Sec. 1.2.2,

\[ \hat{H}(z) = \left( \frac{1}{2} \mu_B g_F B(z) - \frac{1}{2} \hbar \omega \right) \frac{\hbar \Omega}{2} - \frac{1}{2} \mu_B g_F B(z) + \frac{1}{2} \hbar \omega \). \] (3.52)

Also for simplicity, we assume a one-dimensional geometry, \( B = B(z) \), but it is easy to generalize to three dimensions. The eigenvalues of \( \hat{H} \) are,

\[ E_{\pm}(z) = \pm \frac{1}{2} \sqrt{\hbar^2 \Omega^2 + \left[ \mu_B g_F B(z) - \hbar \omega \right]^2} . \] (3.53)

Sufficiently far from resonance, \( \hbar \Omega \ll |\mu_B g_F B(z) - \hbar \omega| \), we obtain,

\[ E_{\pm}(z) \approx \pm \frac{1}{2} \left[ \mu_B g_F B(z) - \hbar \omega \right] \pm \frac{\hbar^2 \Omega^2}{4 |\mu_B g_F B(z) - \hbar \omega|} , \] (3.54)

where the second term can be interpreted as the dynamic Stark shift of the energy levels. On the other hand, sufficiently close to resonance, \( \hbar \Omega \ll |\mu_B g_F B(z) - \hbar \omega| \),

\[ E_{\pm}(z) \approx \frac{1}{2} \hbar \Omega + \frac{1}{4 |\mu_B g_F B(z) - \hbar \omega|} \] (3.55)

Assuming, for simplicity, a linear 1D magnetic field gradient \( B(z) \equiv zb \), we see that near the avoided crossing the energy levels form an approximately harmonic adiabatic potential displaced from the origin by a distance \( z = \frac{\hbar \omega}{\mu_B g_F b} \).

To illustrate the influence of the radiofrequency, we calculate the potential energy and the dressed states for \(^6\text{Li}\) atoms. Fig. 3.7(a) illustrates the radiofrequency coupling and Fig. 3.7(b) the dressed states for two magnetic substates coupled by a radiofrequency. The minimum emerging in the upper curve of Fig. 3.7(a) may serve as a confinement potential. Obviously, the atomic motion must be sufficiently slow in order to adiabatically follow the potential curve. Otherwise, they can undergo Landau-Zener transitions to other (possibly untrapped) states. This is analogous to the Majorana transitions discussed above. We will come back to this issue when discussing evaporation techniques in Sec. 4.4.1.
3.3  **OPTICAL FORCES**

In order to understand the optical force experienced by an atom absorbing light from a laser beam, we need to come back to the full Hamiltonian composed of all contributions identified in the beginning of the first lecture (1.1) to (1.4),

\[
\hat{H} = \hat{H}_{cm} + \hat{H}_{ele} + \hat{H}_{rad} + \hat{H}_{int} .
\]  

Disregarding only the laser-field Hamiltonian considered to be classical, the only remaining degrees of freedom are the center-of-mass motion and the electronic dynamics. The time scale of the electronic motion is usually very rapid compared to the motion of the nucleus, where (almost) the entire mass of the atom is concentrated. Therefore, the external (nuclear) dynamics decouples from the internal (electronic) one, which

Figure 3.7: (code for download) (a) Potential energies for a hyperfine structure \(F = \frac{1}{2}\) with a \(g\)-factor of \(g = -\frac{2}{3}\) (as e.g. in the ground state \(2S_{1/2}\) of \(^6\)Li). A radiofrequency (arrow) couples the substates \(m_F = \pm \frac{1}{2}\). Here, \(b = 200 \text{ G/cm}\) and \(\omega = 2\pi \times 5 \text{ kHz}\). (b) Uncoupled dressed states (dotted line), coupled dressed states (solid line), and dynamic Stark shifts (dash-dotted) approximated far away from resonance. The Rabi frequency is \(\Omega = 2\pi \times 700 \text{ Hz}\).

Figure 3.8: Effective potential due to a rapid modulation of the trap’s location.

Note that, using an rf-radiation composed by several frequencies, potential minima can be realized at several distances \(Z\). In Exc. 3.4.0.9 we calculate an example.

Another way of generating adiabatic potentials consists in directly manipulating the trapping potential, e.g. by shaking it as illustrated in Fig. 3.8. Obviously, the shaking must be fast enough to guarantee that the atoms do not notice it, but perceive a time-averaged effective potential.

### 3.3 Optical forces

In order to understand the optical force experienced by an atom absorbing light from a laser beam, we need to come back to the full Hamiltonian composed of all contributions identified in the beginning of the first lecture (1.1) to (1.4),

\[
\hat{H} = \hat{H}_{cm} + \hat{H}_{ele} + \hat{H}_{rad} + \hat{H}_{int} .
\]  

Disregarding only the laser-field Hamiltonian considered to be classical, the only remaining degrees of freedom are the center-of-mass motion and the electronic dynamics. The time scale of the electronic motion is usually very rapid compared to the motion of the nucleus, where (almost) the entire mass of the atom is concentrated. Therefore, the external (nuclear) dynamics decouples from the internal (electronic) one, which
allows the separation of the total wavefunction in two parts,
\[ |\psi\rangle = |\psi\rangle_{\text{ext}}|\psi\rangle_{\text{ele}}, \tag{3.57} \]
where for a simple two-level atom, \( |\psi(t)\rangle_{\text{ele}} = a_g(t)|g\rangle + a_e(t)|e\rangle \), with the atomic ground state \( |g\rangle \) and the excited state \( |e\rangle \). The external states are eigenstates of the momentum in the case of a free particle, \( |\psi\rangle_{\text{ext}} = |p\rangle \). For particles confined in a potential the external states are the vibrational eigenstates, \( |\psi\rangle_{\text{ext}} = |n\rangle \).

The temporal evolutions of the internal and external degrees of freedom are governed by independent Schrödinger equations. For cold atomic clouds the kinetic energy is much smaller than the excitation energy, which allows the separation of the energy scales, as illustrated in Fig. 3.9. That is, the internal degrees of freedom are frozen in the ground state. Many phenomena, for example, Bose-Einstein condensation and the dynamics of condensates are described in this regime.

Again, the force on the center-of-mass is exerted by the gradient of electromagnetic potentials:
\[ \mathbf{F} = -\nabla\hat{H}_{\text{int}}. \tag{3.58} \]

The coupling of external and internal degrees of freedom is mediated by the photonic recoil transferred to the atom during absorption and emission processes. That is, the feature that the interaction with light simultaneously excites the atom and exerts a force couples the degrees of freedom. This fact manifests itself in the Hamiltonian of the atom interacting with a light field by the appearance of terms joining operators acting on different degrees of freedom,
\[ \hat{H}_{\text{int}} = \hbar\Omega(\hat{r})e^{ik\cdot\hat{r}}a^\dagger e^{i\omega t}\sigma e^{-i\omega_0 t} + \text{c.c.}, \tag{3.59} \]
where \( \sigma \equiv |g\rangle\langle e| \) and \( a \equiv \sum_n |n\rangle\langle n+1| \) and \( \hbar\Omega(\hat{r}) \equiv d_{12} \cdot \mathbf{E} \) is the coupling constant or Rabi frequency. The Hamiltonian is that of the Jaynes-Cummings model, except that in addition to the field operators \( a \) and the atom transition operators \( \sigma \), appears an operator for the position of the atom \( \hat{r} \), whose quantum features we have not taken very seriously so far. It appears in the Rabi frequency and also in the term \( e^{ik\cdot\hat{r}} \). Now, we must remember, that
\[ U_{\text{kick}} = e^{ik\cdot\hat{r}} = |p + \hbar k\rangle\langle p| \tag{3.60} \]
is the unitary operator of the photonic recoil in the absorption process. We shall shortly see, that it is precisely this term in the Hamiltonian that gives rise to all phenomena related to light forces on atoms.

### 3.3.1 The dipolar gradient force and the radiation pressure force

To compute the forces of light on an atom, we describe the atom as a two-level system: A fundamental level \( |1\rangle \) and an excited level \( |2\rangle \) decaying to the fundamental level.

---

10 Nonetheless, the fact that it is thermally frozen does not prevent the intentional excitation of the internal degree of freedom by irradiating electromagnetic fields tuned close to resonances and coupling electronic energy levels. In the case of coupling, the external and internal degrees of freedom must both be considered.
with the rate $\Gamma$. The energy difference between the levels is $\hbar \omega_0 \equiv E_2 - E_1$. The light with frequency $\omega$ is derived from a laser beam, which can be detuned from the atomic transition, $\Delta \equiv \omega - \omega_0$. We consider the interaction part (3.59) of the total Hamiltonian [27]. Using the density operator $\hat{\rho}$, we can calculate the force that the light field exerts on the atom,

$$F(r) = \langle \hat{F}(r) \rangle = -\text{Tr}_{at} \hat{\rho} \nabla_r H_{int}$$

$$= -\frac{i}{2} \hbar \sum_j \langle j | \hat{d} \nabla_r \left( \Omega(r) e^{i k \cdot r - i \Delta t} |2\rangle \langle 1 | + \Omega(r) e^{-i k \cdot r + i \Delta t} |1\rangle \langle 2 | \right) | j \rangle$$

$$= -\frac{i}{2} \hbar \nabla_r \Omega(r) \left( \langle 1 | \hat{\rho} e^{i k \cdot r - i \Delta t} |2\rangle + \langle 2 | \hat{\rho} e^{-i k \cdot r + i \Delta t} |1\rangle \right)$$

Now, we let the atom be at the position $r = 0$, then,

$$F(0) = -\hbar \nabla_r \Omega(0) \Re \left( \rho_{12} e^{-i \Delta t} \right) + \hbar k \Omega(0) \Im \left( \rho_{12} e^{-i \Delta t} \right).$$

The quantities $\rho_{12} \equiv \langle 1 | \hat{\rho} | 2 \rangle = \rho_{21}^*$ are the coherences, which develop in a two-level system excited by a laser beam. Inserting the stationary solutions of the Bloch equations (2.74), we obtain

$$F(0) = -\frac{1}{2} \hbar \frac{4 \Delta \Omega}{4 \Delta^2 + 2 \Omega^2 + \Gamma^2} \nabla_r \Omega + \hbar k \frac{\Gamma \Omega^2}{4 \Delta^2 + 2 \Omega^2 + \Gamma^2}.$$  \hspace{1cm} (3.63)

With the definition of the optical cross section,

$$\sigma_a(\Delta) \equiv \sigma_{a0} \frac{\Gamma^2}{4 \Delta^2 + 2 \Omega^2 + \Gamma^2}, \text{ where } \sigma_{a0} = \frac{3 \lambda^2}{2 \pi}$$ \hspace{1cm} (3.64)

is the resonant cross section, we can write,

$$F(0) = -\frac{1}{2} \hbar \Delta \nabla_r \ln \left( 1 + \frac{2 \Omega^2}{4 \Delta^2 + \Gamma^2} \right) + \hbar k \frac{\Omega^2 \sigma_a(\Delta)}{\Gamma \sigma_{a0}}.$$ \hspace{1cm} (3.65)

Apparently, the force comprises two contributions. The dipolar gradient force can be derived from a potential. It is proportional to the intensity gradient and can be interpreted as resulting from absorption processes immediately followed by self-stimulated emission. Near resonance it is dispersive. Far from resonance it can be approximated by,

$$F_{dp} = \nabla_r \left( -\hbar \Delta \Omega^2 \frac{|\Delta| \gg \Gamma}{4 \Delta^2 + \Gamma^2} \right) - \nabla_r \frac{\hbar \Omega^2}{4 \Delta}.$$ \hspace{1cm} (3.66)

The radiation pressure force is dissipative. Close to resonance it is absorbing. It is proportional to the phase gradient and the only force exerted by plane waves. It can be interpreted as resulting from absorption processes followed by spontaneous emission. With $\Omega^2 = \sigma_{a0} \Gamma I / \hbar \omega$ we get a formula,

$$F_{rp} = \hbar k \frac{I}{\hbar \omega} \sigma_a(\Delta) = \hbar k \gamma_{sc} \sigma_a(\Delta).$$ \hspace{1cm} (3.67)

which describes the force as a product of the number of photons in the incident beam, $I / \hbar \omega$, the absorption cross section, $\sigma_a(\Delta)$, and the recoil momentum per photon, $\hbar k$.  

### 3.3. OPTICAL FORCES

- **Dipolar gradient force**
- **Radiation pressure force**

---

**Equations (3.64)**

**Equations (3.65)**

**Equations (3.66)**

**Equations (3.67)**

---

**Hamiltonian**

**Density operator**

**Tr**

**Potential**

**Int**

**Atomic transition**

**coh**

**Trat**

**Trat**

**Trat**

---

**Intensity gradient**

**Phase gradient**

**Recoil momentum**

---

**Optical cross section**

**Resonant cross section**

**Non-resonant cross section**

---

**Interpretation**

**Application**

---

**Near resonance**

**Far from resonance**

---

**Dissipative**

**Absorbing**

---

**Plane waves**

**Spontaneous emission**

---

**Total Hamiltonian**

**Laser beam**

**Detuned**

---

**Energy difference**

**Frequency**

**Light field**

---

**Optics**

**Quantum mechanics**

---

**Mathematical notation**

**Variables**

**Symbols**

---

**Mathematical expressions**

**Equations**

---

**Physical phenomena**

**Physical processes**

---

**Theoretical framework**

**Experimental considerations**

---

**Conclusion**

**Further developments**

---

**References**

**Applications**

---

**Discussion**

**Outlook**

---

**Supplementary material**

**Data analysis**

---

**Acknowledgments**

---

**Supplementary resources**

---
CHAPTER 3. ATOMIC MOTION IN ELECTROMAGNETIC FIELDS

Figure 3.10: (a) An atom with mass $m$ and velocity $v_{at}$ moves to the right and absorbs a photon propagating to the left with momentum $\hbar k_{rd}$. Center: An excited atom suffers a change of momentum $p_{at} = mv_{at} - k_{rd}$. (b) The isotropic re-emission of a photon results, averaged over many absorption-emission cycles, in a momentum change for the atom of $\langle p_{at} \rangle = mv_{at} - k_{rd}$.

$\gamma_{sc}$ is the scattering rate. The dipole gradient force (and the associated potential) is often used to spatially confine atoms, and the radiation pressure force is often used to cool them down. Note that we still need to correct Eqs. (3.66) and (3.67) to take into account the square of the average over the possible spatial orientations of the transition matrix element $d_{12}/3$.

The saturation parameter defined as

$$s = \frac{\Omega^2}{\Delta^2 + \frac{1}{4} \Gamma^2}, \quad (3.68)$$

allows to write the dipolar gradient force and the radiative pressure force as,

$$\mathbf{F}_{dp} = -\frac{\hbar \Delta}{6} \frac{1}{1 + s} \nabla s \quad \text{and} \quad \mathbf{F}_{rp} = \frac{\hbar k \Gamma}{6} \frac{s}{1 + s}. \quad (3.69)$$

Eq. (3.69) shows that the radiation pressure force 'saturates' as $s$ increases, and is therefore limited by the spontaneous emission rate. The saturation parameter essentially describes the relative importance of terms appearing in the denominator of the line profile function for the light forces. The spontaneous emission rate is an intrinsic property of the atom, proportional to the square of the atomic transition dipole moment, whereas the square of the Rabi frequency is a function of the incident laser intensity. If $s \ll 1$, the spontaneous emission is fast compared to any stimulated process, and the light field is said to be weak. If $s \gg 1$, the Rabi oscillation is fast compared to spontaneous emission and the field is considered as strong. The line profile factor indicates a 'power broadening' by saturation of a factor of $\sqrt{2}$. Note

\footnote{The total density operator consists of an inner part (atomic excitation), a radiation part, and a the part describing the motion $\hat{\rho} = \hat{\rho}_{\text{atom}} \otimes \hat{\rho}_{\text{laser}} \times \hat{\rho}_{\text{motion}}$, but the latter two are disregarded.}
that the dipolar gradient force and potential, Eqs. (3.69), do not saturate when the intensity of the light field is increased. Usually $F_{dp}$ and $U_{dp}$ are used to manipulate and trap atoms in a laser beam tuned far away from resonance in order to avoid absorption.

Often, the transition moment can be oriented using circularly polarized light. In this case, all previous expressions for $F_{dp}$, $F_{rp}$, and $U_{dp}$ should be multiplied by 3. From now on we will abandon the average over the orientations and only use $d_{12}^2$ for the square of the transition dipole moment. Solve Exc. 3.4.0.10.

### 3.3.1.1 Lorentz model of the dipole force

The interaction Hamiltonian (3.59) containing the coupling of the degrees of internal and external degrees of freedom allows us to easily calculate the optical forces. But it does not provide us with an intuitive picture on how a manipulation of the electronic structure can induce a force on the atomic center-of-mass. For this we need stress a classical model, called the Lorentz model. Let us have a look at Fig. 3.11(a). For the two dipoles oriented parallel and anti-parallel to the electric field to minimize their energy, they need to walk into (respectively, out of) the magnetic field. That is they feel forces attracting them to (respectively, repelling them from) electric field maxima. When the dipole has been induced by the electric field itself, it will necessarily be parallel.

Now, let us interpret the nucleus-electron system composing the atom as a harmonic oscillator with resonance frequency $\omega_0$ and suppose that the electric field is generated by an electromagnetic wave oscillating at a frequency $\omega$. We know that, driven below resonance frequency, $\omega < \omega_0$, the oscillator will vibrate in phase with the driving field, as illustrated in Fig. 3.11(b). Driven above resonance frequency, $\omega > \omega_0$, the oscillator will vibrate in anti-phase with the driving field [see Fig. 3.11(c)]. This means, that below resonance (red detuning) at any instant of time the atomic dipole induced by the electromagnetic field will be oriented parallel to the field and be attracted toward the field maximum. Above resonance (blue detuning) the atom will be repelled from the field maximum.

![Figure 3.11](image)

Figure 3.11: (a) Lorentz force on electric dipoles in an electrostatic field gradient. (b) Orientation of induced dipoles in an electromagnetic field. (c) Phase-shift of a harmonic oscillator with a resonance frequency at $\omega_0$ driven at frequency $\omega$.

### 3.3.2 Recoil- and Doppler-shift
3.3.2.1 Recoil- and Doppler-shift in classical mechanics

In classical mechanics we speak of elastic scattering when no energy is transferred to internal degrees of freedom of the collision partners, so that kinetic energy and momentum stay conserved. This concept can be transferred to quantum particles (e.g. atoms) and photons. In elastic Compton scattering, if the atoms keep their initial internal excitation, the law of momentum conservation requires the transfer of photonic momentum to the scattering atom which, consequently, changes its kinetic energy. To compensate for this kinetic energy change, the frequency of the scattered light must change in order to preserve the total energy, as illustrated in Fig. 3.12(b).

![Figure 3.12: (a) Kicking an atom along its dispersion relation. (b) Scheme of the Compton-scattering of light.](image)

We will calculate in the following the frequency distribution of the light scattered by an atom as a function of its initial velocity \( p_1 \), of the frequency \( \omega_1 \) of the incident light and of the scattering angle, that is, the angle between the modes \( k_1 \) and \( k_2 \). We begin by writing the laws of conservation of energy and momentum,

\[
\hbar k_1 + p_1 = \hbar k_2 + p_2
\]

\[
\hbar \omega_1 + \frac{p_1^2}{2m} = \hbar \omega_2 + \frac{p_2^2}{2m} .
\]

Eliminating \( p_2 \) from the second equations, we obtain,

\[
\hbar \omega_1 - \frac{\hbar^2 k_1^2}{2m} - \frac{\hbar k_1 \cdot p_1}{m} = \hbar \omega_2 + \frac{\hbar^2 k_2^2}{2m} - \frac{(\hbar k_1 + p_1) \cdot k_2}{m} .
\]

The photonic recoils of the incident and of the scattered light are almost equal,

\[
\omega_{\text{rec}} \equiv \frac{\hbar^2 k_1^2}{2m} \simeq \frac{\hbar^2 k_2^2}{2m} ,
\]

such we can approximate,

\[
\omega_2 = \omega_1 \frac{1 - \frac{\hbar \omega_1}{mc^2} - \frac{p_1}{mc} \cos \alpha(k_1, p_1)}{1 - \frac{\hbar \omega_1}{mc^2} \cos \alpha(k_1, k_2) - \frac{p_1}{mc} \cos \alpha(p_1, k_2)} ,
\]

using \( \omega_1 = c k_1 \), or also,

\[
\omega_2 - \omega_1 = \omega_1 \frac{\frac{\hbar \omega_1}{mc^2} [-1 + \cos(\vartheta_{in} - \vartheta_{out})] + \frac{p_1}{mc} (\cos \vartheta_{out} + \cos \vartheta_{in})}{1 - \frac{\hbar \omega_1}{mc^2} \cos(\vartheta_{in} - \vartheta_{out}) - \frac{p_1}{mc} \cos \vartheta_{out}} ,
\]

\[\text{(3.74)}\]
where we call the angles $\vartheta_{in} = \angle(k_1, p_1)$, $\vartheta_{out} = \angle(k_2, p_1)$, and $\vartheta = \vartheta_{in} - \vartheta_{out} = \angle(k_1, k_2)$. For non-relativistic velocities, the denominator is approximately 1:

$$\omega_2 - \omega_1 = 2\omega_{rec}(-1 + \cos \vartheta) + k_1 v_1 (\cos \vartheta_{out} + \cos \vartheta_{in})$$

(3.75)

with $p_1 = m v_1$. The first term describes the recoil shift and the second term the Doppler shift. This scattering is known as Compton scattering from free atoms.

The second term vanishes for initially at resting atoms, $p_1 = 0$, and Eq. (3.75) simplifies to,

$$\omega_2 - \omega_1 = 2\omega_{rec}(-1 + \cos \vartheta).$$

(3.76)

It also vanishes for atoms which have no velocity component in the scattering plane spanned by the wavevectors $k_1$ and $k_2$, that is $\vartheta_{out} = 180^\circ - \vartheta_{in}$, for which case we get the maximum recoil shift,

$$\omega_2 - \omega_1 = -4\omega_{rec}.$$

(3.77)

The recoil shift is a consequence of momentum conservation.

The recoil shift is typically on the order of $\omega_2 - \omega_1 \approx (2\pi) 10$ kHz, which in many situations is negligible (e.g. when we deal with thermal atomic clouds), such that we can consider the scattering as elastic, i.e. the first term can be disregarded. Considering, for simplicity, only backscattering, $\cos \vartheta_{out} = \cos \vartheta_{in} = 1$, then Eq. (3.75) simplifies to,

$$\omega_2 - \omega_1 = 2k_1 v_1.$$

(3.78)

Obviously, the frequency shift depends on the initial velocity through the Doppler shift $k_1 v_1$. In a thermal gas, the velocities are distributed according to the Maxwell-Boltzmann distribution. Therefore, Rayleigh scattering of light off a cloud of free thermal atoms is subject to Doppler broadening.

### 3.3.2.2 Recoil- and Doppler-shift in quantum mechanics

Disregarding the internal degree of freedom, we describe the photonic recoil by simply adding the corresponding momentum $\hbar k$ to the system. Before the absorption of the photon, the Hamiltonian of a free atom is,

$$\hat{H}_{cm}(t < 0) = \frac{\hat{p}^2}{2m}.$$  

(3.79)

Afterward, it is,

$$\hat{H}_{cm}(t > 0) = \hat{H}_{cm}(t < 0) + \frac{\hbar k}{m} \hat{p} = \frac{(\hat{p} + \hbar k)^2}{2m} - \frac{\hbar^2 k^2}{2m},$$

where the last term describing the recoil-shift is irrelevant, here. We define the acceleration operator $e^{-i k \cdot \hat{r}}$, which has the following properties. Using the relationship

---

12 This situation is often realized in Bragg scattering from optical lattices [93, 95, 94].

13 This Doppler broadening is explored e.g. in RIR spectroscopy, where the momentum distribution in $p_1$ reveals as a frequency distribution $\Delta \omega = \omega_2 - \omega_1$ of Bragg-scattered light, which can be measured by beating with an irradiated idler mode, which can be chosen as being identical to $k_2$.
\[ e^{\hat{A}} \hat{B} e^{-\hat{A}} = \hat{B} + [\hat{A}, \hat{B}] + \frac{1}{2!} [\hat{A}, [\hat{A}, \hat{B}]] + \frac{1}{2^2} [\hat{A}, [\hat{A}, [\hat{A}, \hat{B}]]] \]

it is easy to verify,

\[
\begin{align*}
    e^{i\mathbf{k} \cdot \hat{r}} \mathbf{r} & = |\mathbf{r}\rangle \\
    e^{i\mathbf{k} \cdot \hat{p}} \mathbf{p} & = |\hat{p} + \hbar \mathbf{k}\rangle \\
    e^{-i\mathbf{k} \cdot \hat{r}} e^{i\mathbf{k} \cdot \hat{r}} \hat{r} & = \hat{r} \\
    e^{-i\mathbf{k} \cdot \hat{p}} e^{i\mathbf{k} \cdot \hat{r}} \mathbf{p} & = |\hat{p} + \hbar \mathbf{k}\rangle \\
    e^{-i\mathbf{k} \cdot \hat{p}} \frac{\mathbf{p}^2}{2m} e^{i\mathbf{k} \cdot \hat{r}} & = \frac{(\hat{p} + \hbar \mathbf{k})^2}{2m}
\end{align*}
\]

implying \([e^{i\mathbf{k} \cdot \hat{r}}, \hat{H}] \neq 0\).

### 3.4 Exercises

#### 3.4.0.1 Ex: Zeeman shift and quantization axes

Choosing the fixed quantization axis \(\hat{e}_z\) and a magnetic field \(\mathbf{B}\) in an arbitrary direction, calculate the Hamiltonian of the Zeeman interaction with an angular momentum \(J = 1\) and show that the energy shift depends only on the absolute value \(|\mathbf{B}|\).

#### 3.4.0.2 Ex: The Stern-Gerlach effect

Consider a Bose-Einstein condensate of \(^{87}\text{Rb}\) trapped in a superposition of two the trappable Zeeman states \(|F, m_F\rangle = |2, +2\rangle\) and \(|1, -1\rangle\). Suddenly a magnetic gradient of \(\partial_z B = 100\ \text{G/cm}\) is applied for 2 ms. Calculate the separation of the centers-of-masses of the two parts of the condensate after 10 ms of ballistic expansion.

#### 3.4.0.3 Ex: Lack of trapping potentials for strong field seekers

Show that it is not possible to create magnetic trapping potentials for atoms in low-field seeking Zeeman states.

#### 3.4.0.4 Ex: Quadrupolar potential

Show that for a quadrupolar trap always holds \(2\partial_r B_{\text{qua}} = \partial_z B_{\text{qua}}\).

#### 3.4.0.5 Ex: Magnetic quadrupole trap for \(^{87}\text{Rb}\)

a. Consider \(^{87}\text{Rb}\) atoms confined in a magnetic trap with \(\mathbf{B}(x, y, z) = (x \ y \ -2z) \times 200\ \text{G/cm}\). The atoms are in the state \(|F = 1, m_F = -1\rangle\) with the \(g\)-factor \(g_F = 1/2\). Check whether it is reasonable to assume constant vibration frequencies for such traps.

b. Assume that the trapped atomic cloud consists of \(N = 10^8\) atoms at temperature \(T = 100\ \text{K}\). Calculate the atomic density \(n_0\) at the center of the cloud.

c. The cross section for elastic collisions is \(\sigma = 10^{-12}\ \text{cm}^2\). How many times do atoms meet in the middle of the trap?

---

\(^{14}\)See script on *Quantum mechanics* (2020), Exc. 2.6.5.1.
3.4. EXERCISES

3.4.0.6 Ex: TOP trap

The TOP trap (time-orbiting potential) was the first design to allow for Bose-Einstein condensation in 1995. It consists of the superposition of a quadrupolar magnetic field, with the radial and axial gradients $2\partial_r B_{qua} = \partial_z B_{qua}$, and a homogeneous magnetic field $B_{top}$ rotating in the symmetry plane of the quadrupole field. Atoms which oscillate with an amplitude beyond a given radius $r_d$, called the 'circle of death', undergo Majorana transitions and are expelled from the trap. Calculate the radius of the death circle.

3.4.0.7 Ex: Harmonic trap

Calculate the vibration frequencies of $^{87}\text{Rb}$ atoms trapped in a harmonic trap, when the atoms are in the $|F = 1, m_F = -1\rangle$ hyperfine level of the ground state.

3.4.0.8 Ex: Gravitational sag in a trap

Consider (a) a quadrupolar trap and (b) an isotropic harmonic trap. What is the gradient, respectively the curvature of the trapping potential required to suspend a cloud of rubidium subject to gravitation? What is the sag of the cloud in the potential due to gravitation?

3.4.0.9 Ex: Adiabatic potentials

An adiabatic potential can be used to create more complicated trapping potentials [23]. To study these potentials we consider a system of two Zeeman states $m = \frac{1}{2}$ coupled by a radiofrequency radiation $\hbar \omega$. The dressed states Hamiltonian of our two-level system is a $2 \times 2$ matrix,

$$\hat{H} = \begin{pmatrix} \frac{1}{2} \mu_B B - \frac{1}{2} \hbar \omega & \frac{1}{2} \hbar \Omega \\ \frac{1}{2} h \Omega & -\frac{1}{2} \mu_B B + \frac{1}{2} \hbar \omega \end{pmatrix},$$

defining the energetic zero in the middle between the states. Now, assume that the magnetic field grows linearly along the axis $z$, $B(z) = z \partial_z B$, where $\partial_z B$ is the gradient. Also assume that the radiofrequency is tuned in resonance with the difference of the energies of the Zeeman states at some distance $z_0$ such that, $\hbar \omega = \mu_B z_0 \partial_z B$.

a. Calculate the eigenenergies of the coupled system as a function of $z$.
b. Expands eigenenergies around the position $z_0$.
c. What would be the oscillation frequency of the trapped atoms inside the adiabatic potential?
d. Expands the eigenenergies in $\hbar \Omega$ for locations away from resonance.

3.4.0.10 Ex: Radiation pressure

Calculate the radiation pressure force exerted on a strontium atom by a laser beam in plane wave geometry ($I = 10 \text{ mW/cm}^2$) tuned 50 MHz below the resonance at 461 nm ($\Gamma/2\pi = 30.5 \text{ MHz}$).
Chapter 4

Manipulation of atomic gases

We learned in Lecture 3 that electromagnetic fields and radiation exert various types of forces on atoms, e.g. magnetic fields interacting with paramagnetic atoms or light fields accelerating atoms via photonic recoil. These forces can be harnessed for applications in cooling and trapping atoms, and the field of research dealing with the technical control of the motion of atoms is called atom optics. Indeed, at high velocities with no external forces, the atoms follow straight paths, similar to light beams in classical optics. At low speeds, they propagate as waves, similarly to wave optics in Maxwell’s theory of electrodynamics. The term atom optics emphasizes the analogy and the duality in the behavior of microscopic particles.

In a laser, light particles are forced to oscillate synchronously, that is, coherently. By analogy, we can raise the question whether a similar phenomenon can occur with massive particles, and whether it is possible to construct an atom laser. Such a device would emit coherent matter waves just as the laser emits coherent light. When a gas is cooled to very low temperatures, the Broglie waves of the atoms become very long and, if the gas is sufficiently dense, eventually overlap. If the gas consists of a single species of bosonic particles with all atoms being in the same quantum state, their Broglie waves interfere constructively thus and form a huge wave of coherent matter. This matter wave is described by a single wavefunction exhibiting long range order and having a single phase. If this wavefunction is formed inside a trap, all atoms accumulate in its ground state. Thus, we obtain a pure quantum state of many bodies in the kinetic degree of freedom, while the internal excitation occurs on a very different energy scale, where the corresponding degree freedom is frozen and does not influence the atomic motion. The transition of a gas from individual atoms to a degenerate mesoscopic many-body quantum state occurs as a phase transition named Bose-Einstein condensation (BEC) as a homage to Bose

Figure 4.1: Temperature scale.
and Einstein who predicted the effect already in 1924 [12, 38].

The experimental verification of Bose and Einstein’s prediction was for a long time a cherished dream of many physicists. On the one hand, several phenomena have been related to BEC in the past, for example, the phenomenon of superfluidity in liquid helium and superconductivity. On the other hand, these strongly interacting systems are not pure enough to clearly identify the role of BEC. In 1995, however, Bose-Einstein condensation of weakly interacting confined atomic gases was achieved in several laboratories [2, 31, 14, 50]. This success gave rise to a revolution in atom optics documented in an enormous amount of theoretical and experimental work.\(^1\)

In this lecture, after some introductory words on the motion of atoms in Sec. 4.1, we will present some optical cooling techniques in Sec. 4.2 and some trapping techniques using light beams in Sec. 4.3. We end this lecture with a brief discussion on how to measure the density and the velocity distribution of atomic clouds in Sec. 4.5.

### 4.1 The atomic motion

#### 4.1.1 The atom as a matter wave

We have already emphasized that atomic optics deals with the motion of atoms in a gas, that is, we are interested only in the external degrees of freedom of the atoms. To describe the motion of a free massive particle in one dimension, we solve the stationary Schrödinger equation with the free space Hamiltonian, yielding the general solution,

\[
\psi(x) = Ae^{ikx} + Be^{-ikx} \quad \text{with} \quad k = \sqrt{\frac{2mE}{\hbar^2}}.
\]  

(4.1)

Note, that the wavefunctions \(e^{ikx}\) are not quadratically integrable. On the other hand, they do not represent real physical systems. In practice, we need to consider wavepackets or specify a finite volume for the particle.

\[\begin{align*}
&T > T_c \\
&T \approx T_c \\
&T < T_c
\end{align*}\]

Figure 4.2: De Broglie waves at different temperatures.

---

\(^1\)See script on Quantum mechanics (2020), Sec. 23.

\(^2\)See script on Quantum mechanics (2020), Sec. 3.1.
Note also that the eigenvalue spectrum of a matter wave is continuous. To warrant the interpretation of the wavefunction as a probability density we will require quadratic integrability, \( \int |\psi|^2 d^3r = 1 \). This means that the wavefunction can not be infinite in a finite volume, but it can be infinite in an infinitely small volume. The description of the atomic motion by a wave equation emphasizes the fact that microscopic particles have wave properties with each atom corresponding to a velocity-dependent de Broglie wave,\[ \lambda_{dB} = \frac{h}{p}, \tag{4.2} \]which describes the coherence length of the atom.

### 4.1.2 Characteristic velocities

The behavior of an atom described by the Schrödinger equation depends very much on its kinetic energy. At high velocities (or short de Broglie waves), it will behave like a classical particle with a well-defined trajectory. At low velocities (or long de Broglie waves), it will propagate like a wave and exhibit phenomena such as diffraction and interference. Therefore, it is important to highlight some characteristic velocity regimes.

Most optical cooling techniques are based on the removal of kinetic energy upon light scattering on electronic transitions. It is, therefore, interesting to compare the kinetic energy (or temperature) of an ensemble of atoms with the width \( \Gamma \) of the transition. The Doppler limit is given by (see Exc. 4.6.0.1),\[ k_B T_D = \frac{\hbar}{2} \Gamma. \tag{4.3} \]We can also compare the kinetic energy with the energy transferred to an atom by the absorption of a single photon. The photonic recoil energy is given by,\[ k_B T_{\text{rec}} = \frac{\hbar^2 k^2}{2m}. \tag{4.4} \]Atomic clouds with temperatures around \( T_D = 1..1000 \ \mu K \) are called cold. Clouds with temperatures below \( T_{\text{rec}} = 1 \ \mu K \) are called ultracold.

In most atom optical experiments we do not work with individual atoms (or ions), but with relatively dilute ensembles of atoms, called clouds. In general, clouds can not be described by a single wavefunction. Either we describe every atom by a separate and independent wavefunction (which only works when the atoms do not interact), or we describe the cloud by probability distributions (such as the ’density matrix’). Let us now consider a thermal cloud. The Maxwell-Boltzmann distribution of velocities is,\[ g(v) = \sqrt{\frac{m}{2\pi k_B T}} e^{-mv^2/2k_B T}. \tag{4.5} \]This distribution is normalized, \( \int g(v) d^3v = \int_0^\infty 4\pi v^2 g(v) dv = 1 \). Average velocity is now\[ \bar{v} = \int v g(v) dv = \sqrt{\frac{k_B T}{m}}. \tag{4.6} \]
We define the \textit{thermal de Broglie wavelength} of an atomic ensemble as,

\[ \lambda_{\text{therm}} \equiv \frac{h}{mv} = \sqrt{\frac{2\pi \hbar^2}{mk_B T}}. \]  
\hspace{1cm} (4.7)

It represents an average over the de Broglie wavelengths of all atoms of the sample. When a dense gas is sufficiently dense, so that this quantity exceeds the average distance between atoms,

\[ \rho \equiv n\lambda_{\text{therm}}^3 > 1, \]  
\hspace{1cm} (4.8)

where \( n \) is the atomic density, we enter a new regime, where the \textit{Maxwell-Boltzmann law} ceases to be valid. Since \( \lambda_{\text{therm}} \propto T^{-1/2} \), this regime corresponds to low temperatures. The quantity \( \rho \) is called \textit{phase space density}. A phase space density approaching 1 means an increased probability of finding \textit{more than one atom per elementary phase space cell}. We then enter the regime of quantum degeneracy, where the Boltzmann statistics must be replaced by the Bose-Einstein statistics, in the case of bosons, or the Fermi-Dirac statistics, in the case of fermions \(^3\). From the condition \( n\lambda_{\text{therm}}^3 \simeq 1 \), we obtain

\[ k_B T_c = \frac{1}{m} \left( \frac{2\pi \hbar}{\lambda_{\text{therm}}} \right)^2 = \frac{(2\pi \hbar)^2}{m} n^{2/3}. \]  
\hspace{1cm} (4.9)

\subsection*{4.1.2.1 Why is it difficult to make BEC?}

Cooling an atomic gas to temperatures sufficiently cold for Bose-Einstein condensation is not easy! The reason is that a gas of free atoms, let’s take Rb, is not in its ground state \([20]\). Indeed, the system could reduce its energy by going a gas of Rb\(_2\) molecules. For pairs of atoms to stick together they would need to undergo inelastic collisions, which means that the excess energy (the distance of the bound vibrational level from the dissociation threshold) must be removed in some way. It cannot be converted into an excitation of the atomic structure (unless there is a Feshbach resonance) and it cannot be converted into kinetic energy of the molecule (this is prohibited by momentum conservation). The only way is to have the excess energy removed by a third collision partner in a three-body collision. So, if we want to maintain the atomic gas stable, we only need to keep the rate for three-body collisions low, i.e. by reducing the density.

It turns out that the maximum affordable density in the case of Rb is on the order of \(10^{14} \text{ cm}^3\). Consequently, the critical temperature for Bose-Einstein condensation is, according to (4.9) on the order of a few 100 nK. Cooling to such low temperatures are technically challenging, and various consecutive steps are necessary to reach that point.

\(^3\)See script on \textit{Quantum mechanics} (2020), Sec. 24.
4.2 Optical cooling

As discussed in Sec. 3.3.1, the force exerted by a light field on an atom can be of two types: a dissipative force arising called \textit{radiation pressure}, which is often used for optical cooling purposes, and a conservative \textit{dipolar force} which often serves for the engineering of optical trapping potentials. Both applications of optical forces will be detailed in the following sections.

4.2.1 Optical molasses

In the \textit{Doppler cooling} model, we treat the phenomenology of optical forces quantitatively by considering the amplitude, phase and frequency of a classical field interacting with the dipole of an atomic transition in a two-level atom. From Eq. (3.63) we can write,

$$F_{rp} = \hbar k \Gamma \frac{\Omega^2}{4\Delta^2 + 2\Omega^2 + \Gamma^2}.$$  (4.10)

Now, if we consider an atom propagating in $+z$ direction with the velocity $v_z$ counterpropagating to a light wave detuned by $\Delta$ from the resonance, the total detuning will be

$$\Delta \rightarrow \Delta + kv_z.$$  (4.11)

where the term $kv_z$ is the Doppler shift. The force $F_-$ acting on the atom will be in the direction opposite to the motion. In general,

$$F_\pm = \pm \hbar k \Gamma \frac{\Omega^2}{4(\Delta \pm kv_z)^2 + 2\Omega^2 + \Gamma^2}.$$  (4.12)

Supposing now, that we have two light fields propagating in directions $\pm z$, the total force will be $F = F_+ + F_-$. If $kv_z$ is small compared to $\Gamma$ and $\Delta$, we find through a Taylor expansion,

$$F_z \simeq 4\hbar k s \frac{k v_z (2\Delta/\Gamma)}{[4\Delta^2 + 2\Omega^2 + \Gamma^2]^2} \equiv -\alpha_d v_z.$$  (4.13)

This expression shows that, if the detuning $\Delta$ is negative (that is, on the red side of the resonance), then the cooling force will oppose the motion and be proportional to the atomic velocity. Fig. 4.4 shows this restoring dissipative force as a function of $v_z$ at a detuning $\Delta = -\Gamma$ with $I = I_{\text{sat}}/2$. The one-dimensional motion of the atom, subject to a restoring force which is proportional to the atomic velocity, is that of a damped harmonic oscillator. The proportionality factor,

$$\alpha_d = \frac{-4k^2\Delta/\Gamma}{4\Delta^2 + 2\Omega^2 + \Gamma^2}$$  (4.14)

is just the \textit{friction coefficient}.

However, the atom will not cool down indefinitely. At some point, the Doppler cooling rate will be balanced by the heating rate coming from the momentum fluctuations of the atom absorbing and remitting photons. The \textit{Doppler cooling limit} is given by,

$$k_B T = \frac{\hbar \Gamma}{2}.$$  (4.15)
This limit is generally, for alkaline atoms, on the order of dozens of micro-Kelvin. In the early years of cooling and trapping, the Doppler limit was thought to be a real physical barrier. But in 1988, several groups have shown that, in fact, atoms could be cooled well below the Doppler limit. The effect arises in atoms, whose ground state exhibits a hyperfine structure. We will show simplified one-dimensional models for sub-Doppler cooling in the next section.

Figure 4.4: (code for download) (left) Illustration of the Doppler-shift due to atomic motion. (right) Doppler force due to one-dimensional radiative pressure as a function of atomic velocity along the $z$-axis for red detuning $\Delta = -\Gamma$ at a light intensity of $I = 2I_{\text{sat}}$. The blue solid line shows the exact expression for the restoring force [Eq (4.12)]. The red broken line shows the approximate linear expression of the velocity dependence according to Eq. (4.13).

Resolve the Excs. 4.6.0.2 and 4.6.0.3.

4.2.2 Sub-Doppler cooling

It turns out that atoms with a hyperfine structure in the ground state can be cooled below the Doppler limit (4.3). To explain this unexpected observation, models involving a slow motion of the atoms in polarization gradients of a standing light wave have been invoked. The phenomenon is now known as polarization gradient cooling.

Two principal mechanisms for cooling atoms to temperatures below the Doppler limit are based on spatial polarization gradients. These two mechanisms, however, invoke very different physical processes and are distinct by the spatial dependence of the light polarization. A key point is that these sub-Doppler mechanisms only work on atoms with multiple ground state levels. Two parameters, the friction coefficient and the capture velocity, determine the importance of these cooling processes. In this section we compare the expressions for these quantities in the sub-Doppler regime to those found by the conventional one-dimensional Doppler cooling model for optical molasses.

4.2.2.1 Polarization and interference

In the treatment of the interaction of two-level atoms and a laser field, the discussion of the polarization has been deferred. In the case of multilevel atoms, this is no longer
possible because the orientation of the dipole moment of the atoms with respect to the polarization of the light is important. Since the atoms can be in different ground states, their coupling to the light field in these states will in general be different. Another aspect is that the interference of two laser beams depends on their mutual polarization. Since the light field used in laser cooling may consist of many laser beams, their polarizations often play a key role.

A laser beam has a high degree of polarization. Although its polarization is in general elliptical, only the extreme cases of linear and circular polarization will be considered here. Because of the transverse nature of the electromagnetic field of a laser beam, the unit polarization vector $\hat{\varepsilon}$ of the field is always perpendicular to the propagation direction $\mathbf{k}$.

Consider the light field of two counterpropagating plane-wave laser beams with the same frequency $\omega$. If the polarizations of the two laser beams are identical, then the polarization of the resulting light field is everywhere the same as that of the incoming laser beams. However, the two plane waves interfere and produce a standing wave. The resulting electric field for a linear polarization $\hat{\varepsilon}$ can be written,

$$E = E_0 \hat{\varepsilon} \cos(\omega t - k z) + E_0 \hat{\varepsilon} \cos(\omega t + k z) = 2E_0 \hat{\varepsilon} \cos kz \cos \omega t . \quad (4.16)$$

The intensity of the light field has a $\cos^2 k z$ spatial dependence with a period of $\lambda/2$. This situation of a standing wave is very common in laser cooling, and it will reappear in the discussion of optical traps and lattices.

If the polarization of the laser beams is not identical, then the situation becomes rather complicated. Only the two special cases that play important roles in laser cooling will be considered here. The first is where the two counterpropagating laser beams are both linearly polarized, but their $e$ vectors are perpendicular (e.g. $\hat{e}_x$ and $\hat{e}_y$, which is called lin-perp-lin). Then the total field is the sum of the two counterpropagating beams given by,

$$E = E_0 \hat{e}_x \cos(\omega t - k z) + E_0 \hat{e}_y \cos(\omega t + k z) \quad (4.17)$$

$$= E_0 [ (\hat{e}_x + \hat{e}_y) \cos \omega t \cos kz + (\hat{e}_x - \hat{e}_y) \sin \omega t \sin kz ] .$$

At the origin, where $z = 0$, this becomes,

$$E = E_0 (\hat{e}_x + \hat{e}_y) \cos \omega t . \quad (4.18)$$

which corresponds to linearly polarized light at an angle $+\pi/4$ to the $x$-axis. The amplitude of this field is $\sqrt{2}E_0$. Similarly, for $z = \lambda/4$, where $kz = \pi/2$, the field is also linearly polarized but at an angle $-\pi/4$ to the $x$-axis.

Between these two points, at $z = \lambda/8$, where $kz = \lambda/4$, the total field is,

$$E = E_0 [ \hat{e}_x \sin(\omega t + \pi/4) + \hat{e}_y \cos(\omega t + \pi/4) ] . \quad (4.19)$$

Since the $\hat{e}_x$ and $\hat{e}_y$ components have sine and cosine dependence, they are $\pi/2$ out of phase, and so Eq. (4.19) represents circularly polarized light rotating about the $z$-axis in the negative sense. Similarly, at $z = 3\lambda/8$, where $kz = 3\pi/4$, the polarization is circular but in the positive sense. Thus in this lin $\perp$ lin scheme the polarization cycles from linear to circular to orthogonal linear to opposite circular in the space of only half a wavelength of light, as shown in Fig. 4.5(a). It truly has a very strong polarization gradient.
The other important polarization configuration is that of counterpropagating, oppositely circularly polarized light beams. The total electric field is,

\[ E = E_0 \left[ \hat{e}_x \cos(\omega t - k z) + \hat{e}_y \sin(\omega t - k z) \right] + E_0 \left[ \hat{e}_x \cos(\omega t + k z) - \hat{e}_y \sin(\omega t + k z) \right] \]

\[ = 2E_0 \cos \omega t \left[ \hat{e}_x \cos k z + \hat{e}_y \sin k z \right]. \quad (4.20) \]

Since there is no temporal phase difference between the two polarization directions \( \hat{e}_x \) and \( \hat{e}_y \) at any position, this represents a linearly polarized field whose \( \hat{e} \) vector is fixed in time but rotates uniformly in space along \( z \), rotating through 180° as \( z \) changes by \( \lambda/2 \) [see Fig. 4.5(b)]. This arrangement is called the \( \sigma^+ - \sigma^- \) polarization scheme.

These two cases of lin
\perp lin and \( \sigma^+ - \sigma^- \) polarization schemes play an important role in laser cooling. Since the coupling of the atoms to the light field depends on the polarization of the field, atoms moving in a polarization gradient will be coupled differently at different positions. Furthermore, since in a multilevel atom different states are coupled differently to the light field depending on the polarization, this will have important consequences for the laser cooling.

### 4.2.2.2 Lin \perp lin molasses

In the first case, two counterpropagating light waves with orthogonal linear polarizations form a standing wave. This configuration is familiarly called lin
\perp lin. Fig. 4.6 illustrates the change of polarization every period of \( \lambda/8 \) from linear to circular to linear again, but rotated by 90°, and so on [28]. Along the same distance, the light-atom coupling produces a periodic energy shift (light-shift) of the ground state Zeeman levels. To illustrate the cooling mechanism, we assume the simplest case, a transition \( J_g = \frac{1}{2} \rightarrow J_e = \frac{3}{2} \). As shown in Fig. 4.6 an atom moving through the region \( z \simeq \lambda/8 \), where the polarization is \( \sigma^- \), will see its population pumped to \( J_g = -\frac{1}{2} \). In addition, the Clebsch-Gordan coefficients that control the dipolar coupling of the \( J_e = \frac{3}{2} \) require that the \( J_g = -\frac{1}{2} \) couples to \( \sigma^- \) with a force three
times larger than the $J_g = \pm \frac{1}{2}$ does. The difference of the coupling forces leads to the light-shift between the two fundamental states shown in Fig. 4.6. As the atom continues to move toward $+z$, the relative coupling forces are reversed near $3\lambda/8$, where the polarization is essentially $\sigma_+$. Thus, the relative energy levels of the two hyperfine fundamental states oscillate 'out of phase' when the atom moves through the standing wave.

Figure 4.6: The upper line shows, how the polarization changes as a function of position (in units of a wavelength) for the 'lin-perp-lin' standing wave configuration. The figure below shows a simplified picture of the Sisyphus cooling mechanism for an atom with two levels, $J_g \leftrightarrow J_e$.

The fundamental idea is that the optical pumping rate, which always redistributes population to the lower hyperfine level, delays the light-shift of the atom moving through the field. The result is a 'Sisyphus effect', where the atom spends most of its time in sub-levels climbing a potential hill and thus converting kinetic energy into potential energy. This accumulated potential energy is subsequently dissipated by spontaneous emission to the electromagnetic modes of the vacuum. Simultaneously, the spontaneous emission transfers the population back to the lower one of two ground state levels. The lower diagram of Fig. 4.6 illustrates the phase delay of optical pumping. For this cooling mechanism to work, the optical pumping time, which is controlled by the intensity of the light, must be sufficiently slow to give the atom enough time to climb a noticeable part of the light-shift potential. This time essentially depends on the speed of the atom. As the atom is moving slowly, having previously been cooled by the Doppler mechanism, the light field must be weak in order to decrease the optical pumping rate. Interestingly, this physical picture combines the conservative dipole optical force, whose spatial integral gives rise to the mounts and valleys of the potential on which the atom moves, and the irreversible dissipation of energy by spontaneous emission, which is necessary for any type of cooling.

We can obtain simple expressions for the friction coefficient and the capture velocity after some definitions. As in the Doppler cooling model we define the friction coefficient $\alpha_{pl}$ as the proportionality constant between the force $F$ and the atomic velocity $v$,

$$F = -\alpha_{pl} v \quad .$$

(4.21)
We assume that the light field is tuned to the red of the transition \( J_g - J_e \),
\[
\Delta = \omega - \omega_0 ,
\]
and we denote the light-shifts of the levels \( J_g = \pm \frac{1}{2} \) as \( \Delta_{\pm} \), respectively. At the position \( z = \lambda/8 \), we find \( \Delta_- = 3\Delta_+ \) and at \( z = 3\lambda/8 \), \( \Delta_+ = 3\Delta_- \). As the applied field is tuned to red, all \( \Delta_{\pm} \) have negative values. Now, for the cooling mechanism to be efficient, the optical pumping time \( \tau_p \) should be similar to the time needed for an atom with velocity \( v \) to move from the bottom to the top of the potential, \( \frac{\lambda/4}{v} \),
\[
\tau_p = \frac{\lambda/4}{v}
\]
or
\[
\Gamma' \approx kv ,
\]
where \( \Gamma' = 1/\tau_p \) and \( \lambda/4 \approx 1/k \). Now, the energy \( W \) dissipated during a cycle of escalation and spontaneous emission is essentially the average energy difference between the light-shifted ground states, \( \Delta_{ls} \equiv \Delta_+ + \Delta_- \), that is \( W \approx -\hbar \Delta_{ls} \). Therefore, the rate for energy dissipation is,
\[
\frac{dW}{dt} = \Gamma' \hbar \Delta_{ls} .
\]
At the same time, every temporal energy change of a system can always be expressed as \( \frac{dW}{dt} = F \cdot v \). Therefore, in this one-dimensional model, considering Eq. (4.22), we can write,
\[
\frac{dW}{dt} = -\alpha_{lpl} v^2 = -\Gamma' \hbar \Delta_{ls} ,
\]
such that with (4.24),
\[
\alpha_{lpl} = -\frac{\Gamma' \hbar \Delta_{ls}}{v^2} \approx -k \hbar \frac{\hbar \Delta_{ls}}{v^2} \approx -\frac{\Gamma' \hbar \Delta_{ls}}{\Gamma'}. \quad (4.27)
\]
Note that since \( \Delta < 0 \), \( \alpha_{lpl} \) is a positive quantity. Also note, that for large detunings, \( (\Delta \gg \Gamma) \) Eq. (3.66) gives,
\[
\frac{U}{\hbar} = \frac{\Delta_{ls}}{4} = \frac{\Omega^2}{4\Delta} .
\]
It is also true that for light-shifts, which are large compared to the natural width of ground state \( (\Delta_{ls} \gg \Gamma') \), and for large red detunings \( (\Delta \gtrsim 4\Gamma) \),
\[
\frac{\Gamma}{\Gamma'} \approx \frac{\Delta^2}{4\Omega^2} .
\]
Therefore, the sub-Doppler friction coefficient can also be written,
\[
\alpha_{lpl} = -\frac{\hbar k^2 \Delta}{4\Gamma} .
\]
Eq. (4.30) makes two remarkable predictions: Firstly, in the 'lin-perp-lin' configuration the sub-Doppler friction coefficient can be a large number in comparison to \( \alpha_d \). Note that from Eq. (4.14), with \( I \ll I_{sat} \) and \( \Delta \gg \Gamma \),
\[
\alpha_d \approx \hbar k^2 \left( \frac{\Gamma}{\Delta} \right)^3 ,
\]
and

\[ \frac{\alpha_{tp}}{\alpha_d} \simeq \left( \frac{\Delta}{\Gamma} \right)^4. \]  

(4.32)

Secondly, \( \alpha_{tp} \) is independent of the intensity of the applied field. This last result is different from the friction coefficient, which is proportional to the field intensity up to until saturation [see Eq. (4.14)]. However, although \( \alpha_{tp} \) seems impressive, the range of atomic velocities where it can operate is constrained by the condition,

\[ \Gamma' \simeq kv. \]  

(4.33)

The ratio of the capture velocities for sub-Doppler versus Doppler cooling is therefore only,

\[ \frac{v_{tp}}{v_d} \simeq \frac{4\Delta}{\Delta}. \]  

(4.34)

Fig. 4.7 graphically illustrates the comparison between the Doppler and the 'lin-perp-lin' sub-Doppler cooling mechanisms. The dramatic difference of the capture ranges is evident. Note also that the slopes of the curves give the friction coefficients and that, within the capture range, the slope is much steeper for the sub-Doppler mechanism.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig4.7.png}
\caption{(code for download) Comparison of slopes, amplitudes, and capture ranges for Doppler and Sisyphus cooling.}
\end{figure}

\( \sigma^+ - \sigma^- \) molasses exhibit sub-Doppler cooling as well, but the underlying mechanism is different \(^4\) and will not be discussed here.

### 4.2.3 Cooling trapped particles

Other cooling techniques have been developed for confined particles, such as trapped atoms and ions [99]. As long as the oscillation frequency is so slow, that many absorption-emission cycles with the time constant \( \Gamma^{-1} \) can occur during one oscillation period (weak confinement), the cooling process is understood as Doppler cooling, only that a single red-detuned cooling beams suffices, because the oscillating atom periodically changes its direction. The cooling limit in this case is approximately the same as for free particles.

\(^4\)See script on *Quantum mechanics* (2020), Sec. 23.2.2.2.
In the case of strong confinement, for the description of the cooling process we must consider the quantization of the motional energy in the harmonic potential. The two levels coupled by the narrow transition split into vibrational sublevels, which are populated in thermal equilibrium according to the Boltzmann distribution.

To perform the so-called optical Raman sideband cooling [99] the laser is tuned to the first lower sideband. The laser light is then scattered in a Raman-Anti-Stokes process at the excited electronic state with a vibrational quantum number lower by 1. The subsequent spontaneous decay occurs most probably to the same vibrational substate of the ground state. The net effect of such a scattering process therefore is a transition to the next lower vibrational quantum number. The zero point energy of the ion in the trapping potential cannot be underscored by cooling. However, the uncertainty of the kinetic energy, and the temperature $T$ have no lower limit [35].

4.3 Optical and magneto-optical traps

4.3.1 The magneto-optical trap

An apparently fatal obstacle to the confinement of particles by optical forces is Earnshaw’s optical theorem. This theorem states that, if a force is proportional to the light intensity, its divergence must be zero because the divergence of the Poynting vector expressing the directional flux of intensity is zero inside a volume without sources nor sinks of radiation. The absence of divergence precludes the possibility of a restoring force to the interior at all places of a closed surface [6]. However, Earnshaw’s optical theorem can be bypassed by a clever trick. The internal degrees of freedom of the atom (i.e., its electronic energy levels) can change the proportionality between the force and the Poynting vector in a position-dependent manner, such that the optical Earnshaw’s theorem does not apply. Spatial confinement is then possible using the radiative pressure force generated by counterpropagating light beams. The most common trap configuration is based on a radial magnetic field gradient produced by a quadrupolar field and three pairs of counterpropagating circularly polarized laser
beams tuned to the red of an atomic transition and intersecting at right angles at the point where the field is zero. This \textit{magneto-optical trap (MOT)} uses the position-dependent Zeeman shift of the electronic levels as the atom moves in the radially increasing magnetic field. The use of circularly polarized light which is red-detuned by about $\Gamma$ results in a spatially varying transition probability, whose effect is to produce a restoring force that pulls the atom back to the origin.

Figure 4.9: (left) Diagram of the energy level shift in an MOT, when an atom moves out of the center of the trap. A restoring force is observed around the indicated resonance positions. (right) Scheme of a typical MOT set up showing the six laser beams and the current-carrying coils in anti-Helmholtz configuration producing the quadrupolar magnetic field.

To understand better how the trapping scheme works, we consider a two-level atom with a transition $J = 0 \rightarrow J = 1$ moving along the $z$-direction. We apply a magnetic field $B(z)$ growing linearly with the distance from the origin. The Zeeman shifts of the electronic levels depend on the position,

$$\frac{\Delta E_{\text{zeem}}}{\hbar} = \frac{\mu_B g_F m_F}{\hbar} \frac{dB}{dz} z \equiv z \partial_z \omega_{\text{zeem}} ,$$

(4.35)

see Fig. 4.9. We also apply counterpropagating laser beams along the directions $\pm z$ with circular polarizations of opposite signs and tuned to the red of the atomic transition. It is clear from Fig. 4.9 that an atom moving in $\pm z$ direction will scatter $\sigma^\mp$ type photons at a faster rate than $\sigma^\pm$ type photons, because the Zeeman effect will pull the $\Delta m_J = \mp 1$ transition closer to the laser frequency. The expression for the radiation pressure force extends Eq. (4.12) to include the Doppler effect $kv_z$ and the Zeeman effect,

$$F_{\pm z} = -\hbar k \Gamma \frac{\Omega^2}{4(\Delta \pm kv_z \pm z \partial_z \omega_{\text{zeem}})^2 + 2\Omega^2 + \Gamma^2} .$$

(4.36)

The atom will, therefore, feel a restoring force which pushes it back to the origin. If the laser beams are red-detuned by an amount $\Delta = -\Gamma$, the Doppler shift of the atomic motion adds a velocity-depending term to the restoring force, such that for small displacements and velocities the total restoring force can be expressed by the sum of a term which is linear in the velocity and a term which is linear in the displacement,

$$F_{\text{MOT}} = F_{1z} + F_{2z} = -\alpha \dot{z} - \kappa z .$$

(4.37)
From Eq. (4.37) we can derive the equation of motion of a damped harmonic oscillator with mass \( m \),
\[
\ddot{z} + \frac{2\alpha}{m} \dot{z} + \frac{\kappa}{m} z = 0 . \tag{4.38}
\]

The damping constant \( \alpha \) and the spring constant \( \kappa \) can be written compactly in terms of atomic parameters and the field as,
\[
\kappa = \frac{16\hbar k \Gamma \Omega^2 \Delta \partial_z \omega_{zeem}}{4\Delta^2 + 2 \cdot 6\Omega^2 + \Gamma^2} . \tag{4.39}
\]

and
\[
\alpha = \kappa \frac{k}{\partial_z \omega_{zeem}} . \tag{4.40}
\]

Typical conditions for MOT are \( \Omega = \Gamma/2, \Delta = -\Gamma \). For typical MOTs,
\[
\alpha \simeq 2 \cdot 10^{-22} \text{ Ns/m} \quad \text{and} \quad \kappa \simeq 3.7 \cdot 10^{-19} \text{ N/m} . \tag{4.41}
\]

We can also estimate the curvature of the MOT,
\[
\omega = \sqrt{\frac{\kappa}{m}} \simeq (2\pi) \cdot 200 \text{ Hz} . \tag{4.42}
\]

Solve Exc. 4.6.0.4.

MOTs are realized with current-carrying coils in anti-Helmholtz configuration which generates a quadrupolar geometry potential. Near the center, the magnetic field and its absolute value are well approximated by,
\[
B = q \begin{pmatrix} x \\ y \\ -2z \end{pmatrix} \quad \text{and} \quad |B| = qB \sqrt{r^2 + 4z^2} , \tag{4.43}
\]

with \( r^2 = x^2 + y^2 \) and the gradient \( q \equiv \partial_r B \) is a constant, which depends only on the geometry of the coils and the current in them. Thus, the extension of the above results to three dimensions is simple if we consider the fact that the gradient of the quadrupolar field in the \( z \)-direction is twice the gradient in the radial directions \( x \) and \( y \), such that \( \kappa_z = 2\kappa_x = 2\kappa_y \). The damping term, which proportional to the velocity, implies that the kinetic energy \( E \) is dissipated from the atom (or a cloud of atoms) as,
\[
E/E_0 = e^{-2\alpha t/m} , \tag{4.44}
\]

where \( m \) is the atomic mass and \( E_0 \) the kinetic energy at the beginning of the cooling process. Therefore, the dissipative force term cools the atomic cloud and, at the same time, combines with the position-dependent term to confine it. The time constant for the damping,
\[
\tau = \frac{m}{2\alpha} \tag{4.45}
\]

is typically dozens of microseconds. It is important to keep in mind that a MOT is anisotropic, since the restoring force is proportional to the anisotropic field gradients. Because of its dissipative non-conservative nature, it is is more accurate to characterize a MOT by the maximum capture rate, rather than by a ‘potential depth’.
4.3.1 Density in a MOT

A typical MOT captures up to a billion atoms in a volume of a few $1\,\text{mm}^3$ resulting in densities of $\sim 10^{10}\,\text{cm}^{-3}$. Although a MOT works as a versatile and robust 'reaction cell' for many applications, the frequencies of the light beams must be tuned close to atomic transitions, which bears the disadvantage that a considerable fraction of atoms remains in excited states. This fact is at the origin of two processes limiting the density of a MOT:

1. losses of trapped atoms by collisions and
2. repulsive forces between the atoms caused by reabsorption of photons scattered within the cloud. Collisional losses arise from two sources: (i) hot atoms of the residual gas inside the chamber can elastically collide with cold atoms and kick them out of the MOT, and (ii) cold atoms in excited states can undergo inelastic binary collisions. ‘Photon-induced repulsion’ or radiation trapping arises when a trapped atom spontaneously emits a photon, which is then reabsorbed by other atoms. If the optical density of the cloud is high, it can take a long time for the photon to find its way out. Since any photon exchange between two atoms will increase their relative momentum by $2\hbar k$, this leads to a repulsive force, which is proportional to the absorption cross section for the incident light beam. When this repulsive force balances the confining force exerted by the MOT, any increase in the number of trapped atoms augments its size, but its density. This effect is called radiation trapping.

Some techniques such as the dark spontaneous force optical trap (dark SPOT) have been developed to overcome radiation trapping by pumping the atoms into dark states, where they sit most of the time sheltered from the laser light and only reappearing once in a while to receive a cooling kick. Dark SPOTs have been able to increase the density of a trapped cloud by almost two orders of magnitude.

4.3.2 Optical dipole traps

When temporal variations are to be applied to a confinement potential, magnetic fields are not the best choice, because they are slow and of limited spatial resolution.

---

5E.g. a photon at the center of the sun will take thousands of years to get out.
On the other side, laser beams can be varied quickly and in localized wells. The dipole force exerted by a far-detuned laser beam can be derived from the gradient of the Rabi frequency \( \mathbf{F} = -\nabla(d \cdot \mathbf{E}) \). Hence, it can be derived from an optical potential, which can be used for trapping. The force may be attractive (toward the intensity maximum) or repulsive.

Compared to MOTs, optical traps (far off-resonance optical trap, FORT) are tuned far away from resonances, where the population in excited states is insignificant and spontaneous forces are absent. Note from Eq. (3.64), that spontaneous forces fall off with the square of the detuning while the potential derived from the dipolar force only decreases linearly with the detuning. The off-resonant optical density is negligible, so that radiation trapping is not an issue. The most simple FORT consists of a single focused, linearly polarized gaussian laser beam tuned far to the red of an atomic resonance. For large detunings and strong field gradients the Eqs. (3.66) and Eqs. (3.67) become

\[
U(r) \simeq \frac{\hbar \Omega(r)^2}{4 \Delta} = \frac{3 \pi c^2}{2 \omega_0^3 \Delta} I(r) \quad \text{and} \quad h\gamma_{sct}(r) \simeq \sigma_a(\Delta) \frac{I(r)}{\omega} = \frac{3 \pi c^2}{2 \omega_0^3} \left( \frac{\Gamma}{\Delta} \right)^2 I(r),
\]

using the Rabi frequency \( \hbar \Omega = d_{12} E \), the dipole moment \( d = \sqrt{3 \pi \varepsilon_0 \hbar \Gamma / k^3} \), and the intensity \( I = \varepsilon_0 c |E|^2 \). This shows that the potential becomes directly proportional to the light intensity and inversely proportional to the detuning. Therefore, at large detuning but very high intensity, the depth of the FORT can be maintained, although the atoms do not absorb photons. Important advantages of FORTs as compared to MOTs are: (1) high densities (\( \sim 10^{12} \text{ cm}^{-3} \)) and (2) a well-defined polarization axis along which the atoms can be aligned or oriented (polarization of the spins).

Since lasers beams can easily be manipulated in position, intensity, and frequency, they can realize a large wide variety of possible geometries. For example, with a focused laser beam, one may influence the local density of a condensate and stir it around by moving the position of the laser beam. Strongly focussed laser beams are often used for transporting or manipulating microscopic objects in arrangements called optical tweezers. And with standing light waves, it is possible to form periodic optical lattices in one, two or three dimensions \(^6\).

### 4.3.2.1 Spin relaxation

When the atomic ground state has a hyperfine structure, another relaxation mechanism can be observed: Near-resonance Raman scattering can induce transitions between hyperfine states causing a population redistribution of between Zeeman substates called spin relaxation. In magnetic traps, this can lead to losses, because not all Zeeman substates are trapped.

The rate of an arbitrary scattering process starting from an initial state \( |F,m\rangle \) through several possible excited states \( |F',m'\rangle \) to a final state \( |F'',m''\rangle \) is, according

\(^6\)See script on Quantum mechanics (2020), Sec. 26.4.2.
to the formula of Kramers-Heisenberg [73],

$$\gamma_{Fm \rightarrow F'm'} \propto \left| \sum_j \frac{\alpha_{Fm \rightarrow F'm'}^{(F_j'm_j')}}{\Delta F_j'm_j'} \right|^2 . \quad (4.47)$$

Far from resonance the scattering decreases as $\Delta^2$ for Rayleigh scattering, $Fm = F'm'$. Raman scattering, $Fm \neq F'm'$, is further suppressed by destructive interference of the different scattering paths.

In the case of rubidium, we calculate,

$$\gamma_{\text{spin}} = \frac{3c^2\omega^4}{8\pi} \frac{70}{81} \Gamma^2 \left( \frac{1}{\omega D_1} \right)^3 \frac{1}{\Delta D_1} - \left( \frac{1}{\omega D_2} \right)^3 \frac{1}{\Delta D_2} \right|^2 \frac{I_0}{\hbar \omega} . \quad (4.48)$$

### 4.3.2.2 Potential generated by a Gaussian beam

The **far-off resonance optical trap** (FORT) is an example of an optical trap based on dipole forces [47] (see also Exc. 4.6.0.5 and 4.6.0.6). The intensity distribution of a gaussian beam with a diameter of $w_0$ at its waist is $^7$,

$$I(r) = \frac{2P}{\pi w_0^2} e^{\left(-2x^2 - 2y^2\right)/w_0^2} e^{-z^2/z_R^2} , \quad (4.49)$$

where $P$ is the total power of the beam and $z_R \equiv \pi w_0^2/\lambda_{\text{dip}}$ the **Rayleigh length** at a given wavelength $\lambda_{\text{dip}}$. The dipolar potential is given by (4.46). Using the potential depth,

$$U_0 \equiv \frac{3\pi c^2 \Gamma}{2\omega_0^3} \frac{2P}{\Delta \pi w_0^2} < 0 , \quad (4.50)$$

we can approach the potential near its center, that is, near the optical axis, $r \ll \frac{1}{2} w_0$, and within the range of the Rayleigh length, $z \ll \pi w_0^2/\lambda$, by a harmonic potential $^8$,

$$U(r) \simeq U_0 e^{\left(-2x^2 - 2y^2\right)/w_0^2} e^{-z^2/z_R^2} \simeq U_0 \left( 1 - \frac{2x^2 + 2y^2}{w_0^2} - \frac{z^2}{z_R^2} \right) \equiv U_0 + \frac{m}{2} \omega_x^2 r^2 + \frac{m}{2} \omega_z^2 z^2 \equiv k_BT \left( \frac{U_0}{k_BT} + \frac{r^2}{2} + \frac{z^2}{2z_R^2} \right) . \quad (4.51)$$

This leads to the equivalences,

$$\begin{align*}
\omega_x &= \frac{2}{w_0} \sqrt{\frac{U_0}{m}} \quad \text{and} \quad \omega_z = \frac{z_R}{2} \sqrt{\frac{U_0}{m}} \\
\bar{r} &= \frac{w_0}{2} \sqrt{k_BT / U_0} \quad \text{and} \quad \bar{z} = \frac{z_R}{\sqrt{2}} \sqrt{k_BT / U_0} .
\end{align*} \quad (4.52)$$

---

$^7$See the script *Electrodynamics* of the same author Scripts/EletroMagnetismoScript.

$^8$The diameter of a Gaussian beam can be characterized in several ways,

$$\bar{r}_{1/\sqrt{\pi} \text{-radius}} = \frac{\bar{r}_{1/e^2 \text{-radius}}}{\sqrt{2}} = \sqrt{2} \bar{r}_{1/e^2 \text{-radius}} = \frac{\bar{r}_{1/2 \text{-radius}}}{2 \ln 2} ,$$

and $\bar{r}_{\text{rms}} \equiv \bar{r}_{1/\sqrt{\pi} \text{-diam}}$ and $\bar{r}_{\text{hwhm}} \equiv \bar{r}_{1/2 \text{-diam}}$ and $\bar{r}_{\text{diam}} = 2\bar{r}_{\text{radius}}$. 

Example 5 (Dipole trap for rubidium): The formulas (4.46) hold for a two-level system. In case of the $D_1$- and $D_2$-lines of rubidium, we must consider all contributions weighted by the respective detunings,

$$U_0 = \sigma_0 \frac{\hbar \Gamma}{4} \left( 1 + \frac{g_{D_2}/g_{D_1}}{\Delta_{D_2}} \right) \frac{I_0}{\hbar \omega} \approx \frac{3\hbar \pi c^2}{2 \omega^2} \frac{\Gamma}{\Delta} \frac{I_0}{\hbar \omega},$$

where $g_{D_2}/g_{D_1} = 2$.

Similarly, the spontaneous emission rate is,

$$\gamma_{set} \approx \frac{\pi c^2}{2 \omega^2} \left( 1 + \frac{g_{D_2}/g_{D_1}}{\Delta_{D_2}} \right) \frac{I_0}{\hbar \omega}.$$

The spontaneous emission rate decays faster with detuning than the potential depth. Thus, heating can be avoided by working at large detunings and providing higher laser intensities. Defining the recoil temperature by,

$$T_{rec} = \frac{\hbar^2 k^2}{3 m k_B},$$

the heating rate is [47],

$$\dot{T} = \frac{1}{3} T_{rec} \gamma_{set} = \frac{\hbar^2 k^2}{3 m k_B} \gamma_{set}.$$

Figure 4.11: (code for download) (a) Atoms trapped in a fociussed Gaussian laser beam and (b) in a standing light wave. (c) Dipole potential created by a Gaussian beam and (d) by a standing light wave.

### 4.3.2.3 Trapping in standing light waves

If both counterpropagating modes are pumped at different powers, $P_{\pm}$, the intensity distribution is,

$$I(r) = \frac{2}{\pi w_0^2} e^{(-2x^2 - 2y^2)/w_0^2} e^{-z^2/z_R^2} \left| \sqrt{P_+} e^{ikz} + \sqrt{P_-} e^{-ikz} \right|^2.$$

The potential depth is,

$$U_0 = \frac{3\pi c^2}{2 \omega_0^3} \frac{\Gamma}{\Delta} \frac{2(\sqrt{P_+} + \sqrt{P_-})^2}{\pi w_0^2} < 0.$$
Therefore, within the Rayleigh length, the potential is,
\[ U(r) \approx U_0 e^{-(2x^2 + 2y^2)/w_0^2} \left( P_+ + P_- + 2\sqrt{P_+ P_-} \cos k z \right). \] (4.55)

Letting the powers be equal,
\[ U(r)^{P_+ = P_-} \rightarrow U_0 e^{-(2x^2 + 2y^2)/w_0^2} \sin^2 \frac{k z}{2} \] (4.56)
\[ r \ll w_0, k z \ll 1 \rightarrow U_0 \left( 1 - \frac{2x^2 + 2y^2}{w_0^2} - \frac{k^2 z^2}{4} \right). \]

This leads to the identities,
\[
\begin{align*}
\omega_r &= \frac{2}{w_0} \sqrt{\frac{U_0}{m}} \quad \text{and} \quad \omega_z = k \sqrt{\frac{U_0}{2m}} \\
\bar{r} &= \frac{w_0}{2} \sqrt{\frac{k_B T}{U_0}} \quad \text{and} \quad \bar{z} = \frac{\sqrt{2} k}{k}.
\end{align*}
\] (4.57)

### 4.4 Radiative coupling and evaporative cooling

As we saw in the last section, optical cooling becomes ineffective when the density of the gas is high. Hence, we need another dissipation mechanism to cool trapped atoms. A method called evaporative cooling has been proposed by Hess [54] for spin-polarized hydrogen (H↑) and was observed by Masuhara et al. [70]. Later, evaporative cooling was used on alkali metals [1, 81, 30]. A detailed review of the subject was published by Ketterle and van Druten [62].

Another collision-based cooling mechanism is sympathetic cooling. The technique was originally used in ion traps. Later it was applied to neutral atoms confined in magnetic traps. The idea is to get the cloud under study into thermal contact with a cold buffer gas. In some cases, the buffer gas may be optically or evaporatively cooled. Sympathetic cooling has been used in magnetic traps to create double condensates [77] and to cool fermions until the regime of quantum degeneracy [33].

#### 4.4.1 Evaporative cooling

Evaporation always occurs when energetic particles abandon a system with finite bonding energy, removing more than their share of average energy per particle. Here, we consider the case of a finite-sized trapping potential, that is, the potential has an edge or a beak through which hot atoms, with sufficient kinetic energy to reach that region, may leave the trap. In the ideal case, this will lead to a complete truncation of the hot tail of the equilibrium Maxwell-Boltzmann velocity distribution. If the remaining system finds back to thermal equilibrium, it will do at a lower temperature. The redistribution of kinetic energy between atoms leading to thermalization occurs through elastic collisions.

#### 4.4.1.1 Truncating the Boltzmann distribution

Let us first explain how the truncation leads to colder temperatures.
The objective is to calculate the Boltzmann distribution in a particular trap for a given atom number $N$ and temperature $T$. The first step is to obtain the density-of-states. For an isotropic harmonic trap $\varepsilon = \frac{p^2}{2m} + V(r)$ with $V(r) = \frac{m}{2}\omega^2 r^2$, it is,

$$\eta(\varepsilon) d\varepsilon = \frac{1}{(2\pi)^3} \int_V d^3r d^3k = \frac{2\pi(2m)^{3/2}}{\hbar^3} \int_V \sqrt{\varepsilon - V(r)} d^3r d\varepsilon = \frac{\varepsilon^2 d\varepsilon}{2(\hbar\omega)^3}.$$ (4.58)

The atom density is,

$$n(\varepsilon) = e^{(\mu-\varepsilon)/k_B T} = Ze^{-\varepsilon/k_B T}.$$ (4.59)

From these expression we obtain the atom number,

$$N = \int_0^\infty n(\varepsilon)\eta(\varepsilon) d\varepsilon = \int_0^\infty e^{(\mu-\varepsilon)/k_B T} \frac{\varepsilon^2}{2(\hbar\omega)^3} d\varepsilon = \frac{Z (k_B T)^3}{(\hbar\omega)^3},$$ (4.60)

which we may now use this to calibrate the fugacity via

$$Z = \frac{N (\hbar\omega)^3}{(k_B T)^3},$$ (4.61)

which finally allows us to calculate the total energy,

$$E = \int_0^\infty \varepsilon n(\varepsilon)\eta(\varepsilon) d\varepsilon = \int_0^\infty \varepsilon e^{(\mu-\varepsilon)/k_B T} \frac{\varepsilon^2}{2(\hbar\omega)^3} d\varepsilon = 3Z \frac{(k_B T)^4}{(\hbar\omega)^3} = 3Nk_B T.$$ (4.62)

The evaporation consists in truncating the distribution function $n(\varepsilon)$ at some energy $\hbar\omega_f$. We get with $\beta \equiv (k_B T)^{-1}$,

$$\tilde{N} = \int_0^{\hbar\omega_f} n(\varepsilon)\eta(\varepsilon) d\varepsilon = N \left(1 - \frac{2 + 2\beta \hbar\omega_f + (\beta \hbar\omega_f)^2}{2e^{\beta \hbar\omega_f}}\right)$$ (4.63)

and

$$\tilde{E} = \int_0^{\hbar\omega_f} \varepsilon n(\varepsilon)\eta(\varepsilon) d\varepsilon = E \left(1 - \frac{6 + 6\beta \hbar\omega_f + 3(\beta \hbar\omega_f)^2 + (\beta \hbar\omega_f)^3}{6e^{\beta \hbar\omega_f}}\right).$$ (4.64)

As the truncation removes the hottest atoms from the cloud, we loose atom number and energy. Assuming the existence of some rethermalization mechanism, we may now use the new values for $N$ and $T$ to calculate the new equilibrium Boltzmann distribution starting all over from Eq. (4.59),

$$N \leftarrow \tilde{N} \quad \text{and} \quad T \leftarrow \frac{\tilde{E}}{3Nk_B}.$$ (4.65)

Repeating this over and over the temperature will gradually reduce. The cooling process can be speed up by readjusting the truncation frequency to the actual temperature. This is called forced evaporation (see Fig. 4.12).
4.4. RADIATIVE COUPLING AND EVAPORATIVE COOLING

4.4.1.2 Rethermalization

As already mentioned, rethermalization occurs due to elastic collisions. It needs more or less three collisions per atom to rethermalize a cloud [75, 100], so that the collision rate determines the speed of the evaporation process. A large collision rate is desirable to keep the evaporation process faster than trap loss processes. Evaporation ramps between several seconds and a minute are typical.

The maximum rate of elastic collisions between trapped atoms (in the trap center) is,

$$\gamma_{\text{coll}} = n_0 \sigma_{\text{el}} \bar{v} \sqrt{2} \propto \rho^3 N^{2/3},$$

where $n_0$ is the peak density,

$$\sigma_{\text{el}} = 8\pi a_s^2,$$

is the cross-section for elastic collisions and, $\bar{v}$ being the average thermal velocity of the cloud, $\sqrt{2}\bar{v}$ is the average relative velocity between two of its atoms [61]. This formula gives the average collision rate at the center of the cloud, where the density is highest. To calculate the total collision rate, we need to integrate over the entire volume of the cloud,

$$\bar{\gamma}_{\text{coll}} = \frac{1}{N} \int \gamma_{\text{coll}}(r)n(r)d^3r = \frac{\int \sigma_{\text{el}} \bar{v} n^2(r)d^3r}{\int n(r)d^3r}.$$  (4.68)

For harmonic potential we find an average rate reduced by $2\sqrt{2}$, for linear potentials by 8. We verify this in Exc. 4.6.0.7. Finally, the rate for collision events is two times smaller, as it involves two atoms at a time. In Exc. 4.6.0.8 we show that the collision rate can be manipulated by (de-)compressing the trapping potential.

Obviously, the evaporation process slows down when the cloud cools more, unless the edge of the potential is lowered, such that the hotter atoms of the colder cloud can be evaporated. By continually lowering the edge of the potential, while the atomic cloud keeps on rethermalizing (this procedure is called forced evaporation) very low temperatures in the nano-Kelvin regime can be achieved, and the phase space density can be increased by many orders of magnitude (between a MOT and a BEC there are 6 orders of magnitude) up to the threshold of Bose-Einstein condensation. Of course, this is only possible by sacrificing many hot atoms. Even with a well optimized
evaporation ramp (i.e., a controlled lowering of the potential edge), usually only some 0.1% of the atoms reach the condensation phase after about 500 collisions per atom.

Two aspects should be mentioned regarding the optimization of the evaporation ramp. The first aspect is, that elastic collisions with atoms from the residual background vapor of the vacuum chamber limit the lifetime of the trap. Therefore, the evaporation must be sufficiently fast, which requires either a high rate of elastic collisions or a good vacuum. A compromise must be found between a slow but efficient evaporative cooling and a minimization of the losses, which come into play when the evaporation takes too long. The second aspect is, that the dimensionality of the evaporation surface determines the effectiveness of the cooling. In the first demonstration of evaporation, $H^+$ atoms of a hot cloud were ejected over a saddle point. The saddle was located a small region away from the trap center, and only atoms with sufficient kinetic energy along a certain direction, $E_z > U_{\text{edge}}$, could leave the trap. In such cases, evaporation is called one-dimensional. Even though ergodic redistribution due to anharmonicities of the potential will drive, sooner or later, all the atoms to this region, this effect becomes less pronounced when the cloud cools down, because the atoms accumulate at the bottom of the approximately harmonic (and therefore separable) potential. This fact has inhibited efficient evaporation of $H^+$ below 120 $\mu$K [43].

4.4.1.3 Radiative coupling of internal state

The most successful evaporation technique implemented so far is based on a radiative coupling of confined and free states. We discuss this technique in the following sections. See ([21], Sec. 3.1.4) for an overview.

The radiative coupling technique originates from an idea proposed by Pritchard et al. [51], who have already had some experience with radiofrequency spectroscopy in magnetically trapped neutral atoms [68, 53]. The spatial dependence of the Zeeman splitting is an intrinsic feature of magnetic traps. Irradiation of a radio wave at a certain frequency couples trapped and untrapped Zeeman substates at a well-defined distance from the trap center. This gives rise to a 3D evaporation surface, where the passing atoms can undergo Landau-Zener transitions and be expelled from the trap. The technical advantages of this technique are substantial: The magnetic trapping potential does not have to be manipulated, for example, by the creation of a nozzle, and the potential edges can be easily controlled by the radiofrequency. If evaporation is forced via a continuous reduction of the radiofrequency and if the evaporation ramp is optimized, the density will increase as well as the collision rate. Rethermalization will accelerate and initiate a self-accelerated evaporation process (run-away evaporation). Rf-evaporation was first demonstrated by Ketterle and colleagues [30].
4.4.4 RADIATIVE COUPLING AND EVAPORATIVE COOLING

4.4.1.4 Adiabatic and diabatic limits of rf-induced evaporation

Rf-induced evaporation can be described within the formalism of the dressed atom [19], where the different states $m_F$ of an atom with spin $F$ are coupled to an rf-field $^9$, which we assume to be linearly polarized:

$$B(t) = B_0 \hat{e}_{rf} \cos \omega t.$$  \hfill (4.69)

The element of the coupling matrix between the levels, $|F, m_F\rangle$ and $|F, m_F \pm 1\rangle$ is,

$$\Omega = \frac{\mu_B g}{4\hbar} |B| \hat{e}_B |\sqrt{F(F+1)} - m_F(m_F+1)|,$$  \hfill (4.70)

where $g$ is the atomic $g$-factor and $\hat{e}_B$ the orientation of the local static magnetic field.

The adiabatic potentials $U(r)$ are obtained through the eigenvalues of the atomic states dressed by the local magnetic field $B(r)$. In the dressed atom picture, we consider the total energy of the atom plus the field of $N$ radiofrequency photons. Without coupling, this simply means that $N\hbar \omega$ is added to the atomic Zeeman energies, resulting in a Zeeman pattern being vertically shifted by $N\hbar \omega$ for $N = 0, \pm 1, ...$. At positions where the rf-field is in resonance, curves with $\Delta N = 1$ intersect. Here, the coupling develops an avoided crossing, which determines the pattern of adiabatic energy levels [see Fig. 4.14(b)].

![Figure 4.14](code for download) (left) Potentials due to the Zeeman structure of an atom in the ground state with $F = 1$. (right) Adiabatic potentials resulting from the coupling of Zeeman levels via radiofrequency radiation being resonant with the difference of Zeeman levels at the position 0.7.

A slowly moving atom remains on the curve of an adiabatic potential. As an example, let us assume an atom in the hyperfine state $|F, F\rangle$ moving away from the center of the trap. When it comes close to resonance, the rf-field blends this state with other $m_F$-states, from the $|F, F-1\rangle$ down to the $|F, -F\rangle$ state, which changes the slope of the potential curve. Beyond the resonance point, the atomic state is adiabatically transformed into an untrapped high-field seeking state, and the atom is repelled from the trap. Thus, while passing the avoided crossing, the atom has

---

9Alternatively, a microwave frequency may be used to couple different hyperfine levels.
emitted $2F$ rf-photons in a stimulated manner and inverted the orientation of both the electron and the nuclear spin.

In this way the radiofrequency generates an adiabatic potential surface with a depth of approximately $|m_F|\hbar(\omega - \omega_0)$, where $\omega_0$ is the resonant rf-frequency at the center of the trap. The evaporation process corresponds, then, to the removal of the most energetic atoms out of the trap.

For this adiabatic picture to be valid, an adiabaticity condition must be fulfilled. This condition requires that the energy difference at the avoided crossover be larger than the energy uncertainty related to the limited time that an atom with velocity $v$ spends in the resonance region. For a two-level system coupled by a matrix element $V_{12}$ and an atom moving with velocity $v$ along the $z$-axis, the transition probability $P$ between the adiabatic curves is given by the Landau-Zener formula \[ \xi = \frac{2\pi|V_{12}|^2}{\hbar g\mu_B\partial_z B v}, \]

\begin{equation}
P = 1 - e^{-\xi} \quad \text{with} \quad \xi = \frac{2\pi|V_{12}|^2}{\hbar g\mu_B\partial_z B v}.
\end{equation}

The Landau-Zener theory is strictly valid only for a two-level system, which we use here only for a qualitative discussion of two following limiting cases.

For a weak rf-field, $\xi \ll 1$, $P$ is much smaller than 1, i.e., the atoms remain predominantly on the diabatic surface shown in Fig. 4.14(a). The probability for a spin flip transition is, $P \approx t$, which describes the diabatic limit of rf-induced evaporative cooling: The atomic energy levels are almost unperturbed, the atoms often spill across the resonance surface, and only after $1/P$ oscillations, they spin-flip from the hyperfine state $|F,F\rangle$ to the $|F,F-1\rangle$.

The adiabatic limit is clearly the ideal situation for evaporative cooling. However, the evaporation process in a trap (with oscillation time $T_{osc}$) saturates at a lower rf-power. The condition for saturation is $P \approx T_{osc}/\tau_{el}$, where $\tau_{el}$ is the average time between two collisions. This means that an energetic atom is evaporated before it collides again.

Only the component of the magnetic field of the rf-radiation which is perpendicular to the magnetic trapping field induces spin-flips. In certain geometries of the confinement potential, for example the quadrupole trap, the magnetic field covers the entire solid angle. Consequently, there are two points where the trapping field and the rf-field are parallel and the elements of the transition matrix consequently zero. Within an area around these points, the coupling is diabatic. In practice however, the rf-transition can be sufficiently saturated that this area is small and does not strongly affect the evaporation efficiency.

Note also that gravitation deforms the equipotential surfaces of the confinement potential, which can reduce the evaporation efficiency [61]. Solve Exc. 4.6.0.9.

## 4.4.2 Sympathetic cooling

The efficiency of evaporative cooling depends on the rate of interatomic collisions. However, there are atomic species with unfavorable, that is, small or even negative scattering lengths. Also, while at low temperatures only $s$-wave collisions occur (higher partial waves being frozen behind the centrifugal barrier), such collisions are prohibited for fermionic gases. Fermions or species with unfavorable scattering lengths
can not be cooled by evaporation. There is, however, another technique called sympathetic cooling by thermal contact with another species. The additional species is, in general, actively cooled (e.g., by evaporation), while the species of interest is passively cooled via elastic collisions with atoms of the additional species. Of course, for this scheme to work the interspecies scattering length and the mass ratio must be adequate to ensure adequate thermal coupling.

Following [76] the transfer of kinetic energy between two colliding atoms is reduced by a factor depending on their mass difference,

\[ \xi = \frac{4m_1m_2}{(m_1 + m_2)^2}. \] (4.72)

Around \(3/\xi\) collisions per atom on average are required for complete thermalization of a gas. For example, for the Rb-Li mixture, we have \(3/\xi = 12.4\). The collision rate is,

\[ \Gamma_{\text{coll}} = \sigma_{12} \bar{v} \int n_1(r)n_2(r)d^3r, \] (4.73)

where the average thermal velocity is,

\[ \bar{v} = \sqrt{\frac{8k_B}{\pi}} \left( \frac{T_1}{m_1} + \frac{T_2}{m_2} \right). \] (4.74)

The instantaneous temperature is calculated by,

\[ \gamma_{\text{therm}} = -\frac{1}{\Delta T} \frac{d\Delta T}{dt}, \] (4.75)

or via simulations: \(\Delta T(t + dt) = \Delta T(t) - \Delta T(t)\gamma_{\text{therm}} dt\). Following [32] the rethermalization rate is connected to the collision rate via,

\[ \gamma_{\text{therm}} = \frac{\xi}{3} \left( \frac{\Delta E_{1\rightarrow2}}{N_{1}k_B\Delta T} + \frac{\Delta E_{2\rightarrow1}}{N_{2}k_B\Delta T} \right) = \frac{\xi}{3} \left( \frac{\Gamma_{\text{coll}}}{N_{1}} + \frac{\Gamma_{\text{coll}}}{N_{2}} \right). \] (4.76)

4.5 Analysing techniques

To analyze the kinetic state of an atomic gas and, for example, to identify the presence of a Bose-Einstein condensate, it is necessary to measure its spatial or momentum distributions. However, the only way to gather information from the atoms is to throw some kind of particles into them and to detect, where these particles are scattered. The most suitable particle to penetrate an ultra-high vacuum chamber surely is the photon. Therefore, apart from few exceptions where electron beams are used, all information on ultra-cold gases has been obtained so far through their reactions to incident laser beams [56, 16, 3, 59, 45].

4.5.1 Time-of-flight imaging

The most common imaging techniques measure the absorption of a laser beam by an atomic cloud after a time-of-flight or the dispersion of a laser beam induced by trapped cloud. The amplitude \(E_0\) of a light wave traversing an atomic cloud of diameter \(L\)
and characterized by the refractive index $\eta$ is modified by a factor $e^{i\omega L \eta/c}$. For an inhomogeneous cloud, we have,

$$E = E_0 e^{i\omega L/c} \exp \left( i \frac{\omega}{c} \int_{-\infty}^\infty (\eta(r) - 1) dz \right). \quad (4.77)$$

We can approximate the refractive index by the atomic susceptibility,

$$\eta = \sqrt{1 + \chi} \approx 1 + \frac{1}{2} \chi \quad \text{with} \quad \chi = -\frac{4\pi n(r)}{k^3 (2\Delta/\Gamma + i)}, \quad (4.78)$$

where $n(r)$ is the density distribution of the cloud. The imaginary part of the susceptibility is related to the absorption coefficient $\alpha$ and the real part to the dispersion coefficient $\delta$,

$$\text{Im} \chi = \frac{\alpha}{\omega/c} \quad \text{and} \quad \text{Re} \chi = \frac{2\delta}{\omega/c}. \quad (4.79)$$

Now, the absorption and dispersion coefficients can be related to the optical cross-section $\sigma(\Delta)$ defined in (3.64) [67], where $\Delta$ is the detuning of light frequency from an atomic resonance, whose linewidth is $\Gamma$. This result is called the optical theorem,

$$\alpha = n\sigma(\Delta) \quad \text{and} \quad \delta = n\sigma(\Delta) \frac{\Delta}{\Gamma}. \quad (4.80)$$

Finally, we obtain the Lambert-Beer law,

$$E = E_0 e^{i\omega L/c} \exp \left[ i\sigma(\Delta) \left( \frac{i}{2} - \frac{\Delta}{\Gamma} \right) \int_{-\infty}^\infty n(r) dz \right] \equiv E_0 e^{i\omega L/c} e^{-b/2} e^{i\varphi}. \quad (4.81)$$

For the intensity, $I \propto |E|^2$, we get,

$$\frac{I}{I_0} = \exp \left[ -\sigma \int_{-\infty}^\infty n(r) dz \right] \equiv e^{-b}. \quad (4.82)$$

The absorption $b$ describes the loss of intensity for the laser beam due to scattering by the (disordered) atoms. It is strong near resonance, but diminished quadratically with the detuning $\Delta$. The scattering is necessarily accompanied by radiation pressure accelerating and heating the atoms. The dispersion $\varphi$ describes the refraction of the laser beam by the atomic density distribution (which for this purpose can be considered as continuous) [22, 42]. It disappears in resonance and diminishes slowly with increased detuning ($\propto \Delta$). It is connected to the dipole force and, thus, does not heat the atomic cloud. The coefficient $\varphi$ describes the phase shift of the electromagnetic wave transmitted through the atomic cloud.

### 4.5.2 Absorption imaging

Let us now detail the experimental process of absorption imaging (see Fig. 4.15): The trap confining the atomic cloud is suddenly turned off, thus letting the atoms, accelerated by the Earth’s gravitation, fall for a flight time of a few ms. Then a pulse of a resonant laser light, whose diameter is much larger than the size of the cloud, is irradiated. The local attenuation of the beam intensity $I \sim |E|^2$ can be related
Figure 4.15: Sequence of a typical time-of-flight experiment: As soon as the trapping potential is suddenly switched off, the atomic cloud ballistically expands for 18 ms, before it is illuminated by a short resonant laser pulse. The shadow printed by the cloud onto the beam is photographed by a CCD camera.

through the absorption $b$ (also called optical density or optical depth) to the atomic density via,

$$-\ln \frac{I(x, y)}{I_0} = b(x, y) = \sigma(\Delta) \int n(r) dz . \quad (4.83)$$

The shadow printed by the atomic cloud on the transverse profile of the laser beam is recorded by a CCD camera.

We have already noted that the absorption is accompanied by radiative pressure. After some scattering events, due to the photonic recoil, the atoms have accumulated a sufficiently large velocity, and therefore a sufficiently large Doppler shift, to be out of resonance with the laser beam. Subsequent photons are no longer scattered by the atoms and only contribute to increase the illumination of the CCD camera without carrying any information about the presence of atoms. Consequently, it is advantageous to use very short laser pulses. In addition, the intensity of the laser beam should not saturate the transition in order to guarantee an optical cross-section, which is independent of the intensity, and hence to guarantee the validity of the Lambert-Beer law. Finally, the laser frequency must be tuned perfectly to resonance, $\Delta = 0$. Otherwise, the interaction between the laser beam and the atomic cloud becomes partially dispersive, which leads to a focusing or defocusing of the laser beam by refraction and a distortion of the image making it impossible to estimate the size of the cloud. See Exc. 4.6.0.10.

Fig. 4.16 shows examples of absorption images of an atomic cloud taken at different stages of the evaporation process. Fig. 4.16(a,b) was taken at a temperature of 320 nK; the cloud is large and isotropic and therefore purely thermal. At 250 nK [see Fig. 4.16(c,d)] an elliptically shaped part appears in the center of the thermal cloud.
Figure 4.16: Absorption images after a time-of-flight allow to identify the presence of a Bose-condensate through its characteristic momentum distribution. Shown are images (a,b) above, (c,d) slightly below, and (e,f) well below the critical temperature for a Bose-Einstein phase transition (figures from [50]).

And at 180 nK [see Fig. 4.16(e,f)] the thermal cloud almost completely disappeared for the benefit of the condensate. Solve Exc. 4.6.0.11.

4.5.3 Dispersive imaging

The absorption imaging technique is destructive, because of the involved ballistic expansion and also because of the radiative pressure exerted by the resonant imaging beam, which accelerates and heats the atomic cloud. That is, the measurement process messes up the distributions of the cloud, such that a second image taken after the first one will give different results. However, there is a non-destructive imaging technique called dispersive imaging or phase contrast imaging. In this technique, the laser light is tuned sufficiently far from resonance, $|\Delta| \gg \Gamma$, for spontaneous emission and heating induced by random photonic recoil to be negligible [3]. This permits to take a series of consecutive images and create a movie of the temporal evolution of the cloud. Another advantage of this technique is the low off-resonant optical density, which allows to take pictures of very dense clouds in situ, that is, while they are confined in a trap.
The physical quantity which is measured by this method is the local phase shift of the wavefront of the probe laser. Wavefront distortions are difficult to measure. To transform the phase profile into an intensity profile, a method known from classical optics called Schlieren method is used. It is based on the interference of the probe beam with its distorted wavefront and a reference plane wave. In practice, there are several possibilities. For dark-ground imaging, the part of the incident beam not having interacted with the atoms is blocked behind the interaction zone (see Fig. 4.17)

\[
\bar{I}_{dg} = \frac{1}{2}|E - E_0|^2 = I_0 \left| e^{-b/2 + i\phi} - 1 \right|^2
\]

\[
\xrightarrow{b \to 0} I_0 \phi^2 = I_0 b \frac{\Delta^2}{\Gamma^2}.
\]

The intensity signal \(\bar{I}_{dg}\) is quadratic in optical density \(b\).

For phase contrast imaging, the part of the beam not having interacted with the atoms receives a phase shift of \(\lambda/4\) with respect to the part of the beam having interacted with the atoms:

\[
\bar{I}_{pc} = \frac{1}{2}|E - E_0 + E_0 e^{\pm i\pi/2}|^2 = I_0 \left| e^{-b/2 + i\phi} - 1 + e^{\pm i\pi/2} \right|^2
\]

\[
\xrightarrow{b \to 0} I_0 (\pm 1 + \phi)^2 \simeq I_0 \left( 1 \pm b \frac{\Delta}{\Gamma} \right).
\]

The intensity \(\bar{I}_{pc}\) is linear in \(b\) and, consequently, more sensitive to weak signals. Finally, a third technique, called polarization contrast imaging, detects the local birefringence of the atomic cloud [13].

The imaging techniques shown so far only allow to visualize the instantaneous density distribution of the atomic cloud \(n(r)\). If we are interested in other quantities, we have to conceive the experiment in such a way, that the desired information leaves its signatures in the density distribution. For example, to measure the excitation frequencies of a condensate, which can perturb its shape and observe the subsequent time evolution of \(n(r,t)\) via dispersive imaging [60, 71, 4, 63].

### 4.5.4 Refraction of atoms by light and of light by atoms

Non-resonant light acts on the external degrees of freedom of atoms by a phase shift of the Broglie wave, \( \exp \left[ i \hbar^{-1} \int U(r,t) dt \right] \), and simultaneously on the internal degrees of freedom by a dynamic Stark shift or light shift of the energy levels by the value of
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$U(r)$. The Bloch vector defined by,

$$\vec{\rho} = \begin{pmatrix} \frac{1}{\sqrt{2}} a_1 a_2^* \\ \frac{1}{\sqrt{2}} a_2^* a_1 \\ |a_2|^2 - |a_1|^2 \end{pmatrix}$$

(4.86)

describes, under the influence of the dispersive interaction, a precession around the polar axis. This was discussed in Exc. 2.5.0.38. The Stark shift causes a rotation of $\hbar^{-1}U(r) t$. Simultaneously, the atom is subjected to a force, which corresponds to the gradient of the potential $-\nabla U(r)$, as illustrated in Fig. 4.18(a). We see that the phase shifts of the Broglie wave and the Bloch vector are equal. Finally, the light mode phase is also shifted by the same amount in an effect called refraction. That is, the internal, external, and optical degrees of freedom are intertwined.

This fact has a practical use in atomic interferometers, because it is often easier to detect an interference of internal excitation states rather than of Broglie waves. Because of the intertwining, it is sufficient to measure one interference pattern to know the other one.

By local variations of the potential $U(r)$, e.g. induced by a focused laser beam, it is possible to manipulate a Broglie wavefront in the same way that, in classical optics, we manipulate the wavefront of a light beam by lenses or other objects, such as for instance, the refractive index represented by an atomic cloud near resonance, as illustrated in Fig. 4.18(b).

The orientation of the force depends on the light frequency as compared to the resonant frequency. The dipolar force attracts the atom to regions where the light field is strong, when the frequency is tuned below $\omega_0$, and it attracts the atom to regions of weak fields, when tuned above $\omega_0$. Integration over the relevant spatial coordinates results in an effective potential or barrier to the atom. The qualitative behavior of the dipolar potential and its effect on the motion of atoms is easily visualized in the dressed states picture. Fig. 4.19 shows what happens when an atom enters a well defined region of an optical field, for example a focused laser beam.

Outside the atom-dipole coupling zone the expression $\hbar \Omega$ is despicable and the 'dressed states' are just the atom-field product states. When the atom enters the
4.6 Exercises

4.6.0.1 Ex: Fundamental temperature limits

Calculate the Doppler limit, the recoil limit, and the threshold to quantum degeneracy for an atomic cloud of density \( n = 10^{14} \text{ cm}^{-3} \) for the sodium \( D_2 \) transition (\( \lambda = 590 \text{ nm, } \Gamma/2\pi = 10 \text{ MHz} \)) and the rubidium \( D_2 \) transition (\( \lambda = 780 \text{ nm, } \Gamma/2\pi = 6 \text{ MHz} \)).

4.6.0.2 Ex: Optical molasses

Optical molasses are created (in one dimension) by two beams counterpropagating lasers tuned to red of an atomic transition. Each of the laser beams exerts on the atoms the radiative pressure force \( F_\pm = \frac{\hbar k^2 \sqrt{2(\Delta \pm \nu k)^2/\Gamma} \sqrt{\nu^2 + 1}}{2(\Delta \pm \nu k)^2/\Gamma} \). \( \Delta \) is the detuning of the laser, \( \nu \) is the velocity of an atom.

a. Show that for small velocities (\( |k\nu| \ll \Gamma \) and \( \Delta \leq \Gamma \)) the optical molasses can be understood as a friction force and calculate the friction coefficient.

b. Heating processes caused by spontaneous emission limit the minimum temperature that can be reached in optical molasses. Calculate the laser tuning, where the temperature reaches its minimum value and specify the cooling limit.

Help: Suppose a one-dimensional molasses and assume, that the spontaneous emission only happens along this dimension. The heating rate follows from the scattering rate...
tering rate $R$ through $(\frac{dE}{dt})_{\text{heat}} = \frac{d}{dt}\langle p^2 \rangle_{2m} = \frac{\hbar^2 k^2}{2m} 2R$, the cooling rate follows from $(\frac{dE}{dt})_{\text{cool}} = Fv$.

4.6.0.3 Ex: Atomic fountain

In atomic fountains atoms are accelerated upward by a ‘moving optical molasses’. After the molasses has been switched off, they perform a ballistic flight in the Earth gravitational field. The moving molasses is generated by two pairs of counterpropagating laser beams intersecting at right angle and oriented both at an angle of 45° with respect to gravity. The upgoing beams are tuned to the blue, and the counterpropagating downgoing beams have the same detuning to the red side of the atomic resonance ($\lambda = 780$ nm). Supposing that the resonator is close to the position of the molasses and has with negligible length, what should be the detuning in order to achieve 1 s time period between the two passages of the atoms through the microwave resonator?

4.6.0.4 Ex: Linearization of the MOT

Derive the friction coefficient and the spring constant for a MOT.

4.6.0.5 Ex: Dipole trap with a focused beam

a. Calculate the vibration frequencies of $^{87}$Rb atoms confined in an optical trap consisting of a focused laser beam with the power $P = 10$ W and the beam diameter $w_0 = 100 \mu$m. The laser beam is tuned 5 nm to the red side of the rubidium D1 resonance located at $\lambda = 795$ nm.
b. Assume that the trapped atomic cloud consists of $N = 10^8$ atoms at the temperature $T = 100 \mu$K. Calculate the atomic density $n_0$ in the center of the cloud.
c. The cross section for elastic collisions is $\sigma = 10^{-12}$ cm$^2$. How many times do atoms meet on average?

4.6.0.6 Ex: Optical lattice

A laser beam with wavelength $\lambda_{\text{dip}} = 1064$ nm, power $P = 2$ W, and diameter $w_0 = 50 \mu$m is subdivided into three retroreflected beams intersecting at right angles. With this configuration we form a cubic optical lattice for strontium atoms, whose relevant transition lies at $\lambda_{\text{Sr}} = 461$ nm and has a decay width of $\Gamma_{\text{Sr}} = (2\pi) 32$ MHz. Calculate the potential depth and the secular frequencies.

4.6.0.7 Ex: Mean collision rate

Assuming that the peak collision rate $\gamma_{\text{coll}}$ is known, calculate the average collision rate (a) in a quadrupolar and (b) in a harmonic trap.

4.6.0.8 Ex: Adiabatic compression

How does temperature change upon adiabatic compression of (a) a quadrupole trap and (b) a harmonic trap. How do density, phase space density, and elastic collision rate
4.6. **EXERCISES**

vary. **Help:** Define the compression for quadrupole trap as $\eta \equiv \frac{\partial_r B_{r,\text{final}}}{\partial_r B_{r,\text{initial}}}$ and for harmonic trap as $\eta \equiv \frac{\omega_{r,\text{final}}}{\omega_{r,\text{initial}}}$.

4.6.0.9 **Ex: Landau-Zener transitions**

Consider a rubidium-88 cloud in its ground state $^2S_{1/2}, F = 1, m_F = -1$ confined in an isotropic quadrupolar potential with the gradient 200 G/cm. To initiate an efficient radiofrequency evaporation, you want atoms crossing the region where the radiofrequency couples the Zeeman states to make a transition to the untrapped Zeeman state $m_F = 0$ with 95% probability. What is the amplitude of the required magnetic field.

4.6.0.10 **Ex: Lensing by cold clouds**

The interaction of light with two-level atoms generates a susceptibility which gives rise to a refraction index,

$$\eta(r) = \sqrt{1 - \frac{4\pi n(r)}{k^3(2\Delta/\Gamma + i)}} ,$$

where $n(r)$ is the cloud’s density distribution and $\Gamma/2\pi = 30.5$ MHz for strontium.

a. Calculate the phase-shift suffered by a light beam crossing an ultracold atomic cloud ($N = 10^5$, $T = 1 \mu$K) confined in an isotropic harmonic trap ($\omega_{trp} = (2\pi) 100$ Hz) as a function of detuning.

b. Estimate the focal distance of the cloud for $\Delta = -\Gamma/$. 

4.6.0.11 **Ex: Optical density**

A cloud of $N = 10^6 \ ^{87}\text{Rb}$ atoms is prepared in a cylindrical harmonic trap characterized by the axial vibration frequencies $\omega_z = (2\pi) 50$ Hz and the radial one $\omega_r = (2\pi) 200$ Hz. The experimenter takes the absorption image after 18 ms time-of-flight, as shown in Fig. 4.16(a). A pixel of the CCD camera corresponds to 5 $\mu$m in real space.

a. At what temperature is the phase transition to Bose-Einstein condensate to be expected?
b. Determine the temperature of the sample.
c. Evaluate its density distribution.
d. Evaluate the resonant optical density for the $D2$-transition at 780 nm along the symmetry axis of the trapped cloud.
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Atomic motion in optical lattices and cavities

In this lecture, we will apply the notions acquired during the previous lectures to understand some peculiarities of the motion of atoms interacting with periodically modulated light fields and/or the modes of an optical cavity pumped by lasers. We will restrict to one-dimensional systems, e.g. standing wave light fields generated by two counterpropagating laser fields.

In free space, as discussed in Lecture 3, the force of light has two components: the radiation pressure, which scatters photons isotropically into space, and the dipole force, which can be interpreted in terms of a redistribution of photons between light modes. In cavities, where the isotropic scattering is much reduced, because the density-of-modes is concentrated around the optical axis, radiative pressure can often be neglected. On the other hand, the atom will feel a dipole force originating from the backscattering of photons between counterpropagating modes, even if the light is tuned away from atomic resonances.

In Sec. 5.1, we will discuss the phenomenon of Bloch oscillations observed with ultracold atoms interacting with a standing wave light field and subject to an external force. Then, we will turn our attention to atoms interacting with an optical ring cavity, deriving the equations of motion in Sec. 5.2, studying self-organization phenomena in the regime of classical motion in Sec. 5.3, and of quantized motion in Sec. 5.4.

5.1 Atoms in an optical standing wave

We derived the optical potential for a standing wave configuration in (4.55). Neglecting the radial atomic motion, $x = 0 = y$, we may restrict ourselves to a one-dimensional periodic potential, $V(z) = V(z + a)$. Such a potential can be generated by two counterpropagating plane wave laser beams with wavevectors $k_L$ and $-k_L$ and tuned to the red side of an atomic transition. In this situation the atoms are attracted to the maxima of the light intensity, the antinodes. Therefore, we can write the potential as $V(z) = -\frac{V_0}{2} |e^{ik_Lz} + e^{-ik_Lz}|^2 = -V_0(1 + \cos 2k_Lz)$ or, by letting $K = 2k_L$,

$$V(z) = -2V_0 \cos^2 Kz .$$

(5.1)

\footnote{See script on Quantum mechanics (2020), Sec. 6.1.3.}
In the Fourier expansion, \( V(z) = \sum_K U_K e^{iKz} \), this potential corresponds to the Fourier coefficients \( U_0 = -V_0 \) and \( U_{\pm K} = -\frac{V_0}{2} \),

\[
V(z) = -V_0 \left( 1 + \frac{1}{2} e^{2ikLz} + \frac{1}{2} e^{-2ikLz} \right).
\]

(5.2)

We also expand the wavefunction into plane waves,

\[
\psi(z) = \sum_q c_q e^{iqz},
\]

(5.3)

and we insert these expansions into Schrödinger’s stationary equation,

\[
\hat{H} \psi = \varepsilon \psi,
\]

(5.4)

yielding,

\[
\left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial z^2} + \sum_K U_K e^{iKz} \right] \sum_q c_q e^{iqz} = \varepsilon \sum_q c_q e^{iqz}.
\]

(5.5)

Defining \( q = k + nK \), where \( k \in [-K/2, K/2] \) and \( n \in \mathbb{Z} \),

\[
\left[ \frac{\hbar^2}{2m} (nK + k)^2 - V_0 \right] c_{nK+k} - \frac{1}{2} V_0 c_{nK+k-K} - \frac{1}{2} V_0 c_{nK+k+K} = \varepsilon c_{nK+k}.
\]

(5.6)

In matrix notation,

\[
\hat{H} \mathbf{c} = \varepsilon \mathbf{c},
\]

(5.7)

where the matrix is around \( n = \ldots, -1, 0, +1, \ldots \):

\[
\hat{H} = \begin{pmatrix}
\ddots & \frac{\hbar^2}{2m} (k - K)^2 - V_0 & -\frac{1}{2} V_0 \\
-\frac{1}{2} V_0 & \frac{\hbar^2}{2m} k^2 - V_0 & -\frac{1}{2} V_0 \\
-\frac{1}{2} V_0 & \frac{\hbar^2}{2m} (k + K)^2 - V_0 & \ddots
\end{pmatrix}, \quad \mathbf{c} = \begin{pmatrix}
\vdots \\
c_{k-K} \\
c_k \\
c_{k+K} \\
\vdots
\end{pmatrix}.
\]

(5.8)

For shallow potentials, \( V_0 \ll \hbar^2 K^2/2m \), we can neglect the coefficients \( V_0 \) in the Eq. (5.6) and we find,

\[
\varepsilon \simeq \frac{\hbar^2 q^2}{2m},
\]

(5.9)

which corresponds to the dispersion relation for free particles. On the other hand, looking at the bottom of deep potentials, \( V_0 \gg \hbar^2 K^2/2m \), we can harmonically approximate the cosine potential by \( V(z) \simeq -2V_0 + \frac{m}{\hbar^2} \omega^2 z^2 \) with \( \omega = K \sqrt{V_0/m} = \hbar^{-1} \sqrt{2V_0 E_r} \). For this case we expect,

\[
\varepsilon \simeq -2V_0 + \hbar \omega \left( n + \frac{1}{2} \right).
\]

(5.10)

The exact spectrum of eigenvalues \( \varepsilon \) can be calculated by numerically determining the eigenvalues of the matrix (5.8) for the first Brillouin zone, \( k \in [-K/2, K/2] \), and the above limits are confirmed.
Figure 5.1: (code for download) Bloch bands with coupling potential (continuous red line) and without potential, $V_0 = 0$ (dotted black line). The parameters are $\omega_r = (2\pi) 20$ kHz, $\omega_{ho} = (2\pi) 12$ kHz, $\lambda_L = 689$ nm, and $V_0 = 0.2\hbar\omega_r$.

To estimate the width of the forbidden band, we cut out a $2 \times 2$ matrix within the matrix $\hat{H}$ and neglect its coupling with the others submatrices,

$$
\hat{H}_s = \begin{pmatrix}
\frac{\hbar^2}{2m}(k - K)^2 - V_0 & \frac{1}{2}V_0 \\
-\frac{1}{2}V_0 & \frac{\hbar^2}{2m}k^2 - V_0
\end{pmatrix}.
$$

(5.11)

At the edges of the Brillouin zone, $k = \frac{1}{2}K$, we get the eigenvalues,

$$
\varepsilon(\pm \frac{1}{2}K) = \frac{\hbar^2K^2}{m} - V_0 \pm \frac{V_0}{2},
$$

(5.12)

that is, the band gap is $\Delta \varepsilon = V_0^2$. Bloch’s theorem says that Schrödinger’s equation can be solved for any Bloch states. These are superpositions of plane wave momentum states [7],

$$
\psi_k(z) = e^{ikz}u_k(z),
$$

(5.13)

with $u_k(z) = u_k(z + a)$.

### 5.1.1 Bloch oscillations

A Bloch oscillation is a phenomenon first predicted in solid state physics. It is the oscillation of a particle (e.g., an electron) confined to a periodic potential (e.g., a crystal), when a constant force (e.g., generated by a continuous electric field) acts on it. This phenomenon is very difficult to observe in solid crystals because, due to

\footnote{For Bose-Einstein condensates, the procedure should be generalized taking into account the energy of the mean field.}
electron scattering by defects of the lattice [26, 79], the coherent evolution is limited to a small fraction of the Brillouin zone. However, Bloch oscillations were observed in semiconducting superlattices, in ultrathin Josephson junctions and with cold atoms in optical lattices [52, 69].

Neutral atoms in a lattice can be accelerated by gravitation. The Bloch oscillations can be understood in various pictures. The first one, illustrated in 5.2(a), is as Bragg reflection: Being constantly accelerated, the matter wave reduces its de Broglie wavelength from \( \infty \) to a value, where it is commensurable with the periodicity of the standing light wave potential. At this moment Bragg reflection comes into play scattering the atoms back.

How does the matter wave interact with the standing light wave? This is only possible if the atom has an internal transition capable of scattering photons from the light beams. As any absorption and emission process transfers a recoil momentum to the atom, we can understand the Bragg scattering process as a Raman scattering process: a photon of the laser beam generating the optical lattice coming from the left is absorbed and re-emitted to the left. This is best illustrated in the momentum domain sketched in Fig. 5.2(b). This Raman scattering transfers twice the photonic recoil to the atom. The requirement for commensurability of the Broglie wavelength and wavelength of the standing light wave is equivalent to saying that the matter wave momentum is equal to the recoil of a single photon. In other words, the matter wave always Bragg-reflected at the edge of a Brillouin zone.

In the Bloch picture, the dispersion relation of a free particle is distorted due to the periodicity of the potential generated by the standing light wave such as to open a forbidden band. As a consequence, instead of being accelerated without limits, the atom enters the second Brillouin zone, which is to say that it is reflected to the other side of the first Brillouin zone.

![Figure 5.2: Illustration of Bloch oscillations (a) in real space, (b) in momentum space, and (c) in the moving frame.](image)

To reproduce the dynamics of the matter wave, we start from the time-dependent Schrödinger equation with the same periodic potential, and we also allow for an
external force whose potential can be added to Schrödinger’s potential,

\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + \frac{\hbar W_0}{2} \sin(2k_l x) \psi - mg x \psi. \]  

(5.14)

The additional term can be removed by a Galilei transformation into the moving frame via \( e^{imgxt/\hbar} \). We now expand the time-dependent wavefunction into plane waves,

\[ \psi(x, t) = \sum_{n=-\infty}^{\infty} c_n(t) e^{2ink_l x} e^{imgxt/\hbar}. \]  

(5.15)

By inserting this ansatz into the Schrödinger equation, we obtain a set of equations for the expansion coefficients \( c_n \),

\[ \frac{d c_n}{d t} = -4i\omega_r(n + \nu_b t)^2 c_n + \frac{W_0}{2}(c_{n+1} - c_{n-1}), \]  

(5.16)

with the usual definition of the recoil frequency \( \omega_r = \frac{\hbar k_l^2}{2m} \). The additional term, which contains the frequency of the Bloch oscillation,

\[ \nu_b = \frac{g}{\omega_r}, \]  

(5.17)

increases linearly over time. A resonance is crossed each time when \( t = -n\tau_b \), and the crossing is periodically repeated at every \( n = -1, -2, 0, ... \).

Tracing the matter wave evolution in the laboratory system, which can be done by numerical simulation, we see that whenever the resonance is crossed, the momentum undergoes a change of sign corresponding to a reflection of its motion. We expand the population of the momentum states into plane (Bloch) waves with \( |c_n(t)|^2 \) [88, 89] and the center-of-the-mass momentum is,

\[ \langle p \rangle_{\text{lab}} = \sum_n n|c_n(t)|^2 + \nu_b t \]  

(5.18)

![Figure 5.3: (code for download) Dynamics of Bloch’s oscillations.](figure)

---

3See script on Quantum mechanics (2020), Sec. 2.5.2.
Of course there are some conditions that need to be met to observe Bloch oscillations. The transfer of momentum is efficient only in the rapid adiabatic passage (ARP) regime characterized by the conditions $2(\nu_b/\omega_r) \ll (W_0/4\omega_r)^2 \ll 16$. The first condition requires that the force that drives the atoms to perform the Bloch oscillations must be weak enough to avoid transitions between Bloch bands, which guarantees the adiabaticity of the process. The other condition requires that the optical lattice be weak enough so that the dynamics involves only two adjacent momentum states at the same time and the transfer between the two is successful.

### 5.2 Cavity interacting with a single atom

Standing light waves, such as the one discussed, above can also be realized in optical cavities. We must distinguish two types of cavities with very different behaviors: The linear cavity or (Fabry-Pérot etalon) illustrated in Fig. ??, where counterpropagating modes form a single mode, and the ring cavity illustrated in Fig. 5.4, where counterpropagating modes have independent photon budgets, so that we thus must distinguish the counterpropagating modes $\hat{a}_\pm$,

$$\hat{E}^+(z,t) = E_1 \hat{a}_+(t) e^{ikz} + E_1 \hat{a}_-(t) e^{-ikz} = (\hat{E}^-(z,t))^\dagger.$$  \hspace{1cm} (5.19)

For a ring cavity (which we will focus on from now on), the total Hamiltonian $\hat{H}$ consists of the following parts ($\hbar = 1$),

$$\begin{align*}
\hat{H}_{\text{atom}} & = -\Delta_a \hat{\sigma}^+ \hat{\sigma}^- + \frac{\hat{p}^2}{2m} \\
\hat{H}_{\text{cavity}} & = -\Delta_c \hat{a}^\dagger \hat{a} \pm \Delta_c \hat{a}^\dagger \hat{a}^- \\
\hat{H}_{\text{atom-cavity}} & = g \hat{a}^\dagger \hat{\sigma}^- e^{-ikz} + h.c. + g \hat{a}^\dagger \hat{\sigma}^- e^{ikz} + h.c. \\
\hat{H}_{\text{laser-cavity}} & = -i\eta_+ (\hat{a}_+ - \hat{a}_+^\dagger) - i\eta_- (\hat{a}_- - \hat{a}_-^\dagger)
\end{align*}$$  \hspace{1cm} (5.20)

We identify the degrees of freedom of the system through the quantum observables appearing in the Hamiltonian: the counterpropagating modes of light with the amplitudes ($\hat{a}_\pm$), the internal degrees of freedom ($\hat{\sigma}^\pm$), and the spatial coordinates of the atom ($\hat{z}, \hat{p}$). Each degree of freedom has its own loss mechanism. $\kappa$ for the finite transmission of the resonator mirrors, $\Gamma$ for the spontaneous emission, and $\gamma_{frc}$, when we exert a frictional force on the atoms.

In contrast to linear cavities, ring cavities have the following particularities: 1. The phase of the standing wave is free to move; 2. the counterpropagating modes of the cavity have independent photon budgets, each backscattering event conserves momentum; 3. the backscattering acts on the phase of the standing wave. Atoms can be trapped by the dipole force within the cavity mode volume. The dipole force corresponds to a backscattering of photons between modes.

Figure 5.4: Atoms interacting with a ring cavity.
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5.2.1 Derivation of the CARL equations

Tracing over the vacuum modes responsible for the spontaneous emission and the cavity decay, the Liouville equation turns into a master equation with the following form,

\[ \dot{\rho} = -i[H, \rho] + \mathcal{L}_{\text{atom}} + \mathcal{L}_{\text{cavity},+} + \mathcal{L}_{\text{cavity},-} \]  (5.21)

\[ \mathcal{L}_{\text{atom}} \dot{\rho}(t) = -\gamma \{ \hat{\sigma}^+ \hat{\sigma}^- \hat{\rho}(t) - 2 \hat{\sigma}^- \dot{\hat{\rho}}(t) \hat{\sigma}^+ + \hat{\rho}(t) \hat{\sigma}^+ \hat{\sigma}^- \} \]

\[ \mathcal{L}_{\text{cavity},\pm} \dot{\rho}(t) = -\kappa \{ \hat{a}_{\pm} \hat{\rho}(t) - 2 \hat{a}_{\pm} \dot{\hat{\rho}}(t) \hat{a}_{\pm}^{\dagger} + \dot{\hat{\rho}}(t) \hat{a}_{\pm}^{\dagger} \hat{a}_{\pm} \} . \]

To obtain the equations of motion we insert the Hamiltonian (5.20) into the equations for the field operators, for which the following commutation rules hold, \([\hat{a}_{\pm}, \hat{a}_{\mp}^{\dagger}] = 1\) and \([\hat{a}_{\pm}, \hat{a}_{\pm}] = 0 = [\hat{a}_{\pm}, \hat{a}_{\pm}^{\dagger}]\).

Under certain conditions, the internal and external dynamics occur at very different time scales, which allows a decoupling of the differential equations. When the light fields are very detuned from atomic resonances, the internal dynamics of the atoms are very fast, that is, the internal state adapts very rapidly to the boundary conditions defined by the external state and the state of the light field. Therefore, the internal state has no separate dynamics of its own, and we can adiabatically eliminate the internal degrees of freedom. Thus, neglecting correlations between degrees of freedom, \(\hat{a}_{\pm} \hat{\sigma}^{\pm} = \hat{a}_{\pm} \hat{\sigma}^{\pm} \) etc., we can represent the operators by complex numbers \(\alpha_{\pm} \equiv \hat{a}_{\pm} \) and \(\rho_{\text{eg}} = \hat{\sigma} - \) etc. [80, 44].

For the atomic coherence we solve the Bloch equations for \(t \to \infty\) [see Eq. (2.74)],

\[ \rho_{\text{eg}} = \frac{4g(\Delta + i\Gamma)}{4\Delta_a^2 + 2\Omega^2 + \Gamma^2} (e^{ikz} \alpha_+ + e^{-ikz} \alpha_-) . \]  (5.22)

\(\Omega(z) = g(e^{ikz} \alpha_+ + e^{-ikz} \alpha_-)\) is the Rabi frequency dependent on the position within the standing wave. Inserting it into the Heisenberg equation for the fields gives, with \(|\Delta_\alpha| \gg \Gamma\),

\[ \dot{\alpha}_{\pm} = (\kappa - i\Delta_c - iU_0)\alpha_{\pm} - iU_0 e^{\mp 2ikz} \alpha_{\mp} + \eta_{\pm} \]

\[ m \ddot{z} = 2i\hbar \kappa U_0 (\alpha^*_{+} \alpha_{-} e^{-2ikz} - \alpha_{+} \alpha^*_{-} e^{2ikz}) \]  (5.23)

where we defined the detuning caused by only one photon,

\[ U_0 \equiv \frac{g^2}{\Delta_\alpha} . \]  (5.24)

Recalling that \(\alpha^*_{\pm} \alpha_{\pm}\) is the number of photons in the respective mode, we can interpret this equation as a rate equation: The number of photons in a mode \(\alpha_{\pm}\) changes by photon losses at a rate \(\kappa\) from resonator, or by gain due to backscattering from the counterpropagating mode, or by pumping with an external incident light field at rate \(\eta_{\pm}\).

The equations (5.23) completely describe our coupled atom-cavity system. They are totally classical and work for both, atoms and macroscopic particles.

---

4See script on Quantum mechanics (2020), Sec. 19.1.1.1.

5In good cavity the limit the degrees of freedom of atomic excitation \(\hat{\sigma}^{\pm}\) drop out of the dynamics, in the bad cavity limit, the fields \(\hat{a}^{\pm}\) drop out of the dynamics.

6See script on Quantum mechanics (2020), Sec. 19.1.2.
5.2.2 Solutions of the CARL equations

The equations (5.23) treat the coordinates of the atom as dynamic variables influenced by the amplitudes and phases of the light fields. But we can also consider the coordinates being fixed by imposed boundary conditions. This situation occurs, for example, for very heavy scatterers, as in the case of imperfections on the surfaces of the mirrors of the cavity. Such imperfections can scatter light both out of the cavity and into the reverse mode. In laser gyroscopes this backscattering may induce a locking of counterpropagating modes and hamper their proper operation.

5.2.2.1 Stationary solutions for immobile atoms

Considering the atom fixed in space, $\dot{x} = 0 = \dot{p}$, we can concentrate on solving the equations of motion (5.23) only for the fields. As a first approach, we look for stationary solutions, being aware that they do not always exist, as we will see later in the discussion of the proper CARL effect.

The discussion is left to exercises $^7$. In the Exc. 5.5.0.1 we derive the stationary solutions of the equations and in Exc. 5.5.0.2 we calculate the normal mode splitting$^8$ of the cavity resulting from the coupling of the two cavity modes $\hat{a}_+^\dagger \hat{a}_-$. In the Exc. 5.5.0.3 we will calculate the stationary position of the atom in a unidirectionally pumped ring cavity.

5.2.2.2 Simulation of the dynamics for many perfectly bunched atoms

In experiment we generally deal with many atoms, which means that we have to extend the equations of motion (5.23) to $N$ atoms via $z \rightarrow z_j$ and $p \rightarrow p_j$, where $j = 1, N$. This will be done in the next chapter. Here, we will assume for simplicity, that the atoms are perfectly bunched, $z_j = z$ and $p_j = p$. This means that we only need to consider a single equation of motion for the atoms. However, their coupling to the cavity modes is $N$ times stronger, which means that we have to substitute $U_0 \rightarrow U_N \equiv NU_0$ in the equation of motion for the cavity fields.

In general, the equations can not be solved analytically, especially when the pump varies over time. Then we have to iterate numerically the equations,

$$
\alpha_\pm(t + dt) = \alpha_\pm(t) + dt \left[ -(\kappa + iNU_0 - i\Delta_c)\alpha_\pm - iNU_0 e^{\mp 2ikz} \alpha_\mp + \eta(t) \right] \quad (5.25)
$$

$$
z(t + dt) = z + dt \frac{1}{m} p
$$

$$
p(t + dt) = p - dt 2\hbar k U_0 (\alpha_+ \alpha_-^* e^{2ikz} - \alpha_- \alpha_+^* e^{-2ikz}) .
$$

The kinetic and potential energies are $^9$,

$$
E_{\text{kin}} = \frac{p^2}{2m} , \quad E_{\text{pot}} = U_0 I = U_0 |\alpha_+ e^{ikz} + \alpha_- e^{-ikz}|^2 . \quad (5.26)
$$

$^7$See script on Quantum mechanics (2020), Sec. 19.1.4.

$^8$The splitting is not exactly the vacuum Rabi splitting, which occurs when the excitation can not be eliminated adiabatically. The vacuum Rabi splitting results from the Jaynes-Cummings $[96, 25]$ and is caused by the coupling of internal and external states $\hat{a}_+^\dagger \hat{\sigma}$.

$^9$Note, that there is also a radial motion of the atom coupled to the axial movement. The coupling happens, because the axial radial influences the number of intracavity photons of the radiation field which, in turn, determines the depth of the dipole potential.
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Figure 5.5: In the momentum picture the CARL acceleration process occurs as Raman-anti-Stokes processes along the free-particle dispersion relation.

5.2.2.3 Analytic approximation for perfectly bunched atoms in a unidirectionally pumped ring cavity

When only one atom is in the cavity or when the atoms are perfectly bunched together, it is possible to derive analytical solutions. Particularly interesting is the following situation: We pump the cavity from one side. The pump is supposed to be dominant and locked to a resonance, such that we can neglect the feedback of the system on the pump, that is, we can assume, $\alpha_+ = \eta/\kappa$. Using the abbreviations $\chi \equiv \kappa + iU_0 - i\Delta_\epsilon$ and the photon recoil shift [44],

$$\omega_{rec} \equiv \frac{\hbar k^2}{2m},$$

the equations (5.23) then become,

$$\begin{align*}
\dot{\alpha}_- &= -\chi \alpha_+ - iU_N \alpha_+ e^{2i k z} \\
\dot{k} \dot{v} &= 4\omega_{rec} iU_0 \alpha_+ (\alpha_- e^{-2i k z} - \alpha_+^* e^{2i k z}).
\end{align*}$$

(5.28)

We consider the stationary case doing the ansatz,

$$\alpha_- \equiv \beta e^{2i k x} \quad \text{where} \quad \dot{\beta} = 0$$

(5.29)

we assume that the atom and the standing wave have the same velocity, that is, they move in phase. We obtain as solution,

$$\beta = \frac{-iU_N \alpha_+}{\kappa + 2i k v}, \quad \dot{k} \dot{v} = 8\omega_{rec} U_0^2 \alpha_+^2 \frac{2\kappa}{\kappa^2 + 4k^2 v^2}.$$

(5.30)

If $\kappa \ll 2k v$, then the differential equation is approximately solved by,

$$(k v)^3 = 3\varepsilon k U_0^2 \alpha_+^2 t.$$

(5.31)
This means that the CARL frequency, that is, the frequency difference between the emitted probe wave and the incident light, increases temporarily. The frequency corresponds to the double Doppler shift. As the frequency of the probe light gradually shifts away from the cavity resonance, the probe light finally stops being amplified, and the amplitude of the probe field decreases: CARL is only a transient phenomenon. In fact, the behavior described by the equation (5.30) was observed in experiments [64].

**Example 6 (Locking of the pump laser):** In practice the resonant frequency of a cavity fluctuates due to ambient noise. Hence, it is easier, experimentally, to lock the pump laser on a cavity mode, e.g. using the Pound-Drever-Hall method. This means,

\[ \alpha_+ = \frac{\eta_+}{\kappa}. \]  

(5.32)

In the presence of atoms, however, the resonant frequency can be shifted due to the refractive index of the atomic cloud [39]. Moreover, the shift depends on the atomic bunching and consequently varies during the dynamics of the CARL. The way the locking circuit works, is to continuously adjust the detuning between the laser and the cavity \( \Delta_c \) (defined for the empty cavity) such as to maximize the amplitude of the field \( |\alpha_+| \) and, hence, the transmission of the cavity filled with atoms. The dynamics of the detuning must be incorporated by an additional equation modeling the action of locking. Now that we know the effect, which an ideal lock should have, we can apply the boundary condition (5.32) and eliminate the pump mode \( \alpha_+ \) from the dynamics of the system. That is, the following equations are usually sufficient to describe the CARL:

\[
\begin{align*}
\dot{\alpha}_- &= (-\kappa + i\Delta_c - iU_0)\alpha_- - iU_0e^{-2ikz}\alpha_+ + \eta_- \\
\dot{m}\ddot{z} &= 2i\hbar kU_0\alpha_+(\alpha_-e^{-2ikz} - \alpha_-^*e^{2ikz})
\end{align*}
\]  

(5.33)

The frequency offset of the cavity resonances caused by the atom, \( U_0 \), can exceed the width of the cavity \( \kappa \). From Exc. 5.5.0.1 we know, neglecting \( \gamma = 0 \),

\[ |\alpha_+(\infty)|^2 = \frac{\chi\chi^*}{(\chi^2 + U_0^2)(\chi^2 + U_0^2)}\eta_+^2. \]  

(5.34)

The maxima of \( |\alpha_+(\infty)|^2 \) as a function of \( \Delta_c \) give the shifted resonances of the modes.

5.3 CARL: The collective atomic recoil laser

The **collective atomic recoil laser** (CARL) was first predicted in 1994 [11] as an atomic analog of FEL. The idea consists of a monochromatic homogeneous beam of moving two-level atoms (all atoms have the same velocity), a strong counterpropagating pump laser beam and a weak copropagating probe beam tuned to the blue side of the resonance. The lasers form a standing
light wave that moves in the same direction as the atoms. Atoms that are faster than the velocity of the standing wave are rejected by the maxima of the dipolar potential created by the standing wave and feel a repulsive force. Atoms that are slower than the standing wave velocity are pushed by the dipole potential maxima and feel an accelerating force. These forces can be interpreted as backscattering of photons from the pump wave into the probe wave. This redistribution of energy amplifies the contrast of the stationary wave, which in turn amplifies the backscattering efficiency, etc. Therefore, the CARL converts kinetic energy into coherent radiation (or more precisely, into an increase of the energy difference between probe and pump) mediated by atomic bunching. It is a self-amplifying mechanism. The CARL signature is a transient exponential amplification for the incident probe, which defines the frequency of the 'CARL laser'.

The first experimental realization of CARL used an annular cavity [65].

5.3.1 Collective effects

To understand the dynamics of CARL we must understand how atomic ensembles commonly interact with light modes. Let us first consider two atoms: The generalization of the fundamental equations (5.23) to two atoms is,

\[
\begin{align*}
\dot{\alpha}_+ &= -\kappa \alpha_+ - iU_0 e^{2ikz_1} \alpha_- - iU_0 e^{-2ikz_2} \alpha_- + \eta_+ \\
\dot{\alpha}_- &= -\kappa \alpha_- - iU_0 e^{2ikz_1} \alpha_+ - iU_0 e^{2ikz_2} \alpha_+.
\end{align*}
\]

(5.35)

The equations decouple to \(e^{-2ikz_1} = e^{-2ikz_2-i\pi}\), such that the impact of the atoms on the light modes vanishes. This situation can be generalized to \(N\) atoms, for which the fundamental equations (5.23) are generalized to,

\[
\begin{align*}
\dot{\alpha}_\pm &= (-\kappa - iNU_0) \alpha_\pm - iU_0 \sum_{m=1}^{N} e^{\mp2ikzm} \alpha_{\mp} + \eta_{\pm}, \\
\dot{p}_m &= -2i\hbar kU_0 (\alpha_+ \alpha_- e^{2ikzm} - \alpha_- \alpha_+ e^{-2ikzm}).
\end{align*}
\]

(5.36)

If the quantity,

\[
b \equiv \frac{1}{N} \sum_j e^{-2ikz_j} \neq 0,
\]

called **bunching parameter** vanishes, it means that the atomic density distribution is homogeneous. So, the phases of randomly scattered photons destructively interfere, and the impact of the scatterers on the light modes cancels out.

On the other hand, when atoms accumulate in the antinodes of the standing wave, this increases the contrast of their matter grating, so that light can be backscattered efficiently via Bragg scattering. The particularity of the CARL is that, during the temporal evolution, the bunching process can amplify itself leading to an exponential growth of the counterpropagating mode, accompanied by an increasingly pronounced self-bunching.

\[10\]See script on *Quantum mechanics* (2020), Sec. 20.1.2.
5.4 Quantization of the atomic motion in cavities

So far, the atomic motion in CARL has been treated classically, as well as cavity modes. In this chapter we will analyze effects due to the quantization of these degrees of freedom.

5.4.1 Modal expansion of the motion

Our starting point is the quantum version of the CARL equations (5.35),

\[
\begin{align*}
\dot{\hat{a}}_\pm &= (-\kappa + i\Delta_c - iU_0)\hat{a}_\pm - iU_0e^{-2ik\hat{z}_j}\hat{a}_\mp + \eta_\pm, \\
m\ddot{\hat{z}}_j &= 2i\hbar kU_0(\hat{a}_+^\dagger\hat{a}_- e^{-2ik\hat{z}_j} - \hat{a}_+ \hat{a}_- e^{2ik\hat{z}_j}).
\end{align*}
\]

(5.38)

We note that the total momentum is a constant of motion,

\[
[\hat{H}, 2\hbar k\hat{a}^\dagger \hat{a} + \sum_j \hat{p}_j] = 0.
\]

(5.39)

To treat the motion as being quantized we define a base \(|n\rangle_j\),

\[
\hat{p}_j |n\rangle_j = 2\hbar kn |n\rangle_j \quad \text{and} \quad |\psi(z_j)\rangle = \sum_n c_{j,n} |n\rangle_j.
\]

(5.40)
and calculate the expected value of the equations (5.38) regarding the atomic motion,
\[
\frac{\hat{d}a}{dt} = -i\Delta_c \hat{a} - iU_0 \eta \sum_j \langle \psi(z_j)|e^{-2ikz_j}|\psi(z_j)\rangle - \kappa_c \hat{a}
\]
\[
= -i\Delta_c \hat{a} - iU_0 \eta \sum_{j,m,n} c_{j,m}^* c_{j,n} \langle m|e^{-2ikz_j}|n\rangle - \kappa \hat{a}
\]
\[
= -i\Delta_c \hat{a} - iU_0 \eta \sum_{j,n} c_{j,n}^* c_{j,n+1} - \kappa \hat{a}.
\]

In addition, the Schrödinger equation
\[
i\hbar \frac{d}{dt}|\psi(\theta_j)\rangle = \hat{H}|\psi(\theta_j)\rangle
\]
yields,
\[
i\hbar \sum_n \frac{dc_{j,n}}{dt}|n\rangle_j = \sum_n \frac{1}{2m} p_j^2 c_{j,n}|n\rangle_j + \frac{\hbar \Delta_c}{N} \hat{a}^\dagger \sum_n c_j(n)|n\rangle_j + iU_0 \eta \sum_n (\hat{a}^\dagger e^{-2ikz_j} + \hat{a} e^{2ikz_j}) c_{j,n+1} - \kappa c \hat{a}.
\]

Projecting on \(j|m\), we obtain,
\[
\dot{c}_{j,m} = -\omega_r m^2 c_{j,m} - i\Delta_c \hat{a} c_{j,m} - iU_0 \eta [\hat{a}^\dagger c_{j,m+1} + ac_{j,m-1}]
\]
\[
\frac{\hat{d}a}{dt} = NU_m \eta \sum_n c_{j,n}^* c_{j,n+1} - (\kappa_c + i\Delta_c) \hat{a}.
\]

where \(\omega_r = \hbar 4k^2/2m\). The equations (5.43) can be used for numerical simulations [85].

Figure 5.8: Probe light and ’bunching’ when the temperature is raised.

Figure 5.9: (code for download) Simulation of the CARL equation (5.43) in the superradiant, semi-classical, ’bad-cavity’ regime for \(\kappa_c = 4, \rho = 4, \Delta_c = 0\).

5.4.1.1 Bloch oscillations of atoms in optical lattices

Interestingly, the Bloch and the CARL dynamics can be combined [88, 89] resulting in a dynamics that can be exploited for the in vivo monitoring of Bloch oscillations, and the application in inertial sensing.
Figure 5.10: (code for download) Simulation of the CARL equation (5.43) in the superradiant, semi-classical, 'good-cavity’ regime for $\kappa_c = 0.02$, $\rho = 4$, $\Delta_c = 0$.

5.5 Exercises

5.5.0.1  Ex: Stationary solution of the equations of motion

Derive the stationary solution of the equations of motion (5.23).

5.5.0.2  Ex: Normal mode splitting

From the stationary equations of Exc. 5.5.0.1, assuming one-way pumping, $\eta_- = 0$, calculate the transmission of the cavity as a function of the detunings $\Delta_a$ and $\Delta_c$ and the number of atoms.

5.5.0.3  Ex: Stationary position of the atom in a unidirectionally pumped ring cavity

What is the steady state position of an atom interacting with the modes of a unidirectionally pumped ring cavity?
Figure 5.11: Illustration of the first Brillouin zone.
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